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Abstract. Feature Location (FL) is one of the most important tasks
in software maintenance and evolution. However, current works on FL
neglected the collaboration of different domain experts. This collabora-
tion is especially important in long-living industrial domains where a
single domain expert may lack the required knowledge to fully locate
a feature, so the collaboration among different domain experts could
alleviate this lack of knowledge. In this work, we address collaboration
among different domain experts by automatically reformulating their fea-
ture descriptions. With our approach, we extend existing FL approaches
based on Information Retrieval and Linguistic rules to locate features in
models. We evaluate our approach in a real-world case study from our
industrial partner, which is a worldwide leader in train manufacturing.
We analyze the impact of our approach in terms of recall, precision, and
F-Measure. Moreover, we perform a statistical analysis to show that the
impact of the results is significant. Our results show that our approach
for collaboration boosts the quality of the results of FL.

Keywords: Collaborative Information Retrieval, Feature Location, Query
Expansion, Model Driven Engineering

1 Introduction

Nowadays, work environments are characterized by an emphasis on collabora-
tive team work [9]. Many empirical studies identified collaborative information
seeking and retrieval as everyday work patterns in order to solve a shared in-
formation need and to benefit from the diverse expertise and experience of the
team members [13].

Despite the importance of collaboration, Feature Location (FL) approaches
neglected collaboration among different domain experts to find the set of soft-
ware artifacts (e.g., code or models) that realize a specific feature. Even though
collaboration is a useful and often necessary component of complex projects in
industrial contexts when the task at hand is difficult or cannot be carried out
by one individual [36].

To cope with this lack, the contribution of this paper is the introduction
of collaboration for locating a target feature in models from different domain



experts. First, each domain expert provides both a feature description and an
estimation of confidence level. Then, our approach uses the confidence level to
identify relevant feature descriptions. After, our approach automatically refor-
mulates the relevant feature descriptions in a single query using a technique
that is based on Rocchio’s method [34]. The resulting query is used to to find
the model fragment that realizes the feature being located using two different
FL cores (Information Retrieval (IR) or Linguistic rules) since they obtain the
best results in the literature [30,21,29,38].

We analyze the impact of collaboration in a real-world industrial case study
from the railway domain. Our industrial partner, Construcciones y Auxiliar de
Ferrocarriles (CAF)1, is a worldwide leader in train manufacturing. CAF pro-
vided us with both the models of software that control and manage the trains
and the oracle (the realization of features validated by our industrial partner).
Then, we involve 19 domain experts from our industrial partner to obtain fea-
ture descriptions and confidence levels as the input of our approach. We compare
the model fragment that realizes each of the target features that our approach
obtains as a result with the oracle (which is considered to be the ground truth)
in terms of recall, precision, and F-measure. Finally, we perform a statistical
analysis in order to provide quantitative evidence of the impact of the results.

The results of this paper show that introducing collaboration boost the qual-
ity of the results in the existing FL approaches: IR obtains an improvement of
37.19% in F-measure, and Linguistic rules obtain an improvement of 29.31% in
F-measure. We hope that these results promote the introduction of collaborative
mechanisms in FL.

The rest of the paper is structured as follows: Section 2 provides the required
background. Section 3 presents our approach to introduce collaboration, and the
cores of IR and Linguistic rules. Section 4 describes the evaluation carried out.
Section 5 describes the threats to validity. Section 6 reviews the related work.
Finally, Section 7 concludes the paper.

2 Background

The Domain Specific Language (DSL) of our industrial partner has the expres-
siveness required to describe both the interaction between the main pieces of
equipment installed in a train unit and the non-functional aspects that are re-
lated to regulation. We present an equipment-focused simplified subset of the
DSL for the sake of understandability and legibility and due to intellectual prop-
erty rights concerns. This subset of the DSL will be used to present a running
example throughout the rest of the paper.

Fig. 1 shows an example of a product model from a real-world train. It shows
two separate pantographs (High Voltage Equipment) that collect energy from
the overhead wires and send it to their respective circuit breakers (Contactors),
which, in turn, send it to their independent Voltage Converters. The converters
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then power their assigned Consumer Equipment: the HVAC on the left (the
train’s air conditioning system), and the PA (public address system) and CCTV
(television system) on the right.

Product Model

Circuit 
Breaker 2

Converter 2

Pantograph 2

Circuit
Breaker 3

DSL Syntax

Circuit 
Breaker 1

HVAC PA CCTV

Pantograph 1

Converter 1

Consumer Equipment

Voltage Converter

Contactor

High Voltage Equipment

Model Fragment

Fig. 1. Example of product model and model fragment

An example of model fragment is also shown in Fig. 1. The elements of the
model fragment are highlighted in green, which are the realization of the feature:
HVAC Assistance. This feature allows the passing of current from one converter
to the HVAC that is assigned to its peer for coverage in case of overload or failure
of the first converter.

3 Our approach for introducing Collaboration in FL

Fig. 2 presents our approach to introduce collaboration from different domain
experts for locating features in models. First, each domain expert involved pro-
vides both a feature description and a self-rated confidence level for the feature
name as input. Second, one of the feature descriptions is automatically refor-
mulated to include relevant terms from other feature descriptions. To do this,
feature descriptions are ordered from the highest to the lowest confidence level.
The first feature description is set as base query, and the k subsequent feature
descriptions are set as relevant documents. Next, the base query is automatically
reformulated to expand it with the most representative terms found in the rel-
evant documents. Finally, both the product model and the reformulated query
are taken as input to locate the relevant model fragments. To locate the relevant
model fragments, we use two different FL cores (IR or Linguistic rules) since
they obtain the best results in the literature [30,21,29,38]. The result after the
core is executed is a model fragment to the input reformulated query.
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Fig. 2. Our approach for introducing collaboration in feature location

In the next three subsections, we describe how the automatic query reformu-
lation is performed, and how FL can be performed using one of the FL cores:
IR or the Linguistic rules.

3.1 Automatic Query Reformulation

In order to introduce collaboration from different domain experts’ feature de-
scriptions, our approach starts with the selection of one feature description as the
base query (Step 1). Afterwards, the base query is automatically reformulated
to expand it with the most representative terms found in other domain experts’
feature descriptions set as relevant documents (Step 2). These two steps are
performed as follows:

Step 1) Selection of the base query and relevant documents.
Our approach sorts the feature descriptions provided by the domain experts

from the highest to the lowest self-rated confidence level in order to select the
feature description in the first position (i.e., the highest self-rated confidence)
as the base query. The self-rated confidence level is supplied for each feature de-
scription using a Likert scale ranging from 7 (the highest self-rated confidence)
to 1 (the lowest self-rated confidence). Then, our approach selects k feature de-
scriptions sorted by confidence level, where k is the number of domain experts
who collaborate to reformulate the base query. Each of the selected feature de-
scriptions is set as a relevant document.

For example, the feature description “Passing of current from one converter
to the HVAC assigned to its peer for coverage in case of overload or failure of
the first converter” provided by Domain expert A is selected as the base query
since it has the highest self-rated confidence level (6). Next, two subsequent
feature descriptions with the highest self-rated confidence level are set as relevant
documents since two exerts are established to collaborate in the reformulation
of the query (k=2). These feature descriptions are: “The circuit breaker changes
to another converter in case of failure in the HVAC converter” (from Domain



expert B since the self-rated confidence level is 4); and “In case of failure or
overload in the converter that provides energy to the air conditioning unit, the
circuit breaker provides energy from its converter” (from Domain expert C since
the self-rated confidence level is 3).

Step 2) Automatic Query Expansion.
Once the base query and the relevant documents are set, our approach ho-

mogenizes the Natural Language (NL) text before the base query is expanded.
Text homogenization is a frequent practice [17] by combining Natural Language
Processing (NLP) techniques, such as the analysis of POS tags, removal of stop-
words, and stemming. Our approach adopts the NLP techniques as follows:

– The text is tokenized (divided into words). A white space tokenizer can
usually be applied (which splits the strings whenever it finds a white space);
however, for some sources of description, more complex tokenizers need to
be applied such as CamelCase naming.

– The Parts-of-Speech (POS) tagging technique is applied to analyze the words
grammatically and to infer the role of each word in the text provided. As
a result, each word is tagged, which allows the removal of some categories
that do not provide relevant information. For instance, conjunctions (e.g.,
or), articles (e.g., a), or prepositions (e.g., at) are words that are commonly
used and do not contribute relevant information to describe the feature, so
they are removed.

– Stemming techniques are applied to unify the language that is used in the
text. This technique consists of reducing each word to its root, which allows
different words that refer to similar concepts to be grouped together. For
instance, plurals are turned into singulars (doors to door) or verb tenses are
unified (using and used are turned into use).

– The Domain Term Extraction and Stopword Removal techniques are applied.
In order to carry out these techniques, domain experts provide two separate
lists of terms: one list of both single-word and multiple-word terms that
belong to the domain and must be kept for analysis, and a list of irrelevant
words that have no analysis value. Both kinds of terms can be automatically
filtered in or out of the final query.

For example, the terms of the feature description that is set as the base
query (Passing of current from one converter to the HVAC assigned to its peer
for coverage in case of overload or failure of the first converter) are homogenized
as follows: current, convert, hvac, coverag, overload, failur, convert, and assign.

Once the NL text is homogenized, our approach automatically reformulates
the base query to expand it with terms of the relevant documents using a tech-
nique that is based on Rocchio’s method [34], which is perhaps the most com-
monly used method for query reformulation [37]. Rocchio’s method orders the
terms in the top K relevant documents based on the sum of the importance of
each term of the K documents using the following equation:

Rocchio =
∑
d∈R

TfIdf(t, d) (1)



where R is the set of top K relevant documents in the list of retrieved results,
d is a document in R, and t is a term in d. The first component of the measure
is the Term Frequency (Tf), which is the number of times the term appears in
a document; it is an indicator of the importance of the term in the document
compared to the rest of the terms in that document. The second component
is the Inverse Document Frequency (Idf), which is the inverse of the number
of documents that contain that term; it indicates the specificity of that term
for a document that contains it. Once the terms of the relevant documents are
ordered, we consider the first 10 term suggestions to expand the base query, as
is recommended in the domain literature [5].

For example, the first 10 terms from the relevant documents set in the pre-
vious step (convert, energi, provid, overload, circuit, breaker, failur, hvac, air,
condit) are used to reformulate the base query by adding these terms. There-
fore, the reformulated query is made up of the following terms: current, convert,
hvac, converag, overload, failur, assign, energi, provid, circuit, breaker, air, and
condit.

3.2 IR FL CORE

IR [12,23,35] is a sub-field of computer science that deals with the automated
storage and retrieval of documents. There are many IR techniques, but most of
the efforts show better results when applying LSI [30,21,29]. Hence, we use LSI
to recover the model fragment that realizes a feature description as one of the
FL cores of our approach.

LSI [19] is an automatic mathematical/statistical technique that analyzes re-
lationships between queries and documents (bodies of text). It constructs vector
representations of both a user query and a corpus of text documents by encoding
them as a term-by-document co-occurrence matrix, and analyzes the relationships
between those vectors to get a similarity ranking between the reformulated query
and the documents. Each row in the co-occurrence matrix (term) stands for each
of the words that compose the reformulated query and NL representation of the
input model, extracted through the technique presented in [28]. In Fig. 3, it is
possible to appreciate an example of matrix in which the rows are a set of repre-
sentative terms in the domain such as ’pantograph’ or ’door’. Each column in the
matrix (document) stands for one model element from one input model, taken
from our real world case study. In Fig. 3, it is possible to appreciate identifiers
in the columns such as ’ME1’ or ’ME2’, which stand for the documents of those
particular model elements. The final column stands for the reformulated query.
Each cell in the matrix contains the frequency with which the term of its row
appears in the document denoted by its column. For instance, in Fig. 3, the term
’pantograph’ appears twice in the ’ME2’ document and once in the reformulated
query.

Afterwards, vector representations of the documents and the reformulated
query are obtained by normalizing and decomposing the term-by-document co-
occurrence matrix using a matrix factorization technique called Singular Value
Decomposition (SVD) [19]. SVD is a form of factor analysis, or more properly the
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Fig. 3. Latent Semantic Indexing Example using the reformulated query

mathematical generalization of which factor analysis is a special case. In SVD,
a rectangular matrix is decomposed into the product of three other matrices.
One component matrix describes the original row entities as vectors of derived
orthogonal factor values, another describes the original column entities in the
same way, and the third is a diagonal matrix containing scaling values such
that when the three components are matrix-multiplied, the original matrix is
reconstructed.

The relevancy ranking (which can be seen in Fig. 3) is produced according
to the calculated similarity degrees. In this example, LSI retrieves ’ME2’ and
’MEN’ in the first and second position of the relevancy ranking due to query-
documents cosines being ’0.9343’ and ’0.8524’, implying a high similarity degree
between the model elements and the reformulated query. On the opposite, the
’M1’ model element is returned in a latter position of the ranking due to its
query-document cosine being ’-0.8736’, implying a lower similarity degree.

From the ranking of all the model elements, only those model elements that
have a similarity measure greater than x must be taken into account. A good
heuristic that is widely used is x = 0.7. This value corresponds to a 45◦ angle
between the corresponding vectors. Even though the selection of the threshold is
an issue under study, the heuristic chosen for this work has yielded good results
in other similar works [25,33].

Following this principle, the elements with a similarity measure equal or su-
perior to x = 0.7 are taken to conform a model fragment, candidate for realizing
the feature. Through the example provided in Fig. 3, ME2 and MEN are model
elements that conform part of the model fragment obtained by this core for the
reformulated query, due to their cosine values being superior to the 0.7 threshold.



3.3 Linguistic rules FL CORE

This core is based on an approach presented by Spanoudakis et al. [38], which is
a linguistic rule-based to support the automatic generation of Traceability Links
between feature descriptions and models. Specifically, the Traceability Links are
generated following two stages:

1. First, a Parts-of-Speech (POS) tagging technique [20] is applied on the fea-
ture descriptions that are defined using natural language.

2. Second, the Traceability Links between the feature descriptions and the mod-
els are generated through the description-to-object-model rules.

The description-to-object-model (DTOM) rules are specified by investigating
grammatical patterns in feature descriptions. Moreover, the DTOM rules are
based on two kinds of relations between feature descriptions and models. On the
one hand, Overlap relations are understood as the relation between a sequence
of terms in a feature description and a class, attribute, association or association
end in model. On the other hand, Requires Execution Of relations are under-
stood as the relation between a sequence of terms in a feature description and
an operation in model.

FEATURE DESCRIPTION:

<AT>The<vAT> <NN1>system<vNN1> <VM>will<vVM> <VVI>open<vVVI> <AT>the<vAT> <NN1>door<vNN1>

<YCOM>)<vYCOM> <CS>if<vCS> <AT>the<vAT> <NN1>button<vNN1> <VBZ>is<vVBZ> <JJ>pushed<vJJ>

<CC>and<vCC> <AT>the<vAT> <NN1>door<vNN1> <VBZ>is<VBZ> <XX>not<vXX> <JJ>blocked<vJJ>

Pushed
Lighted

<<set>> Set PushedPL
<<set>> Set Turn OnPL
<<set>> Set Turn OffPL

Button

Enabled

<<get>> Get EnablePL
<<set>> Set EnabledPL

Equipment

On
Off

<<set>> Set Turn OnPL
<<Set>> Set Turn OffPL

Train

MODEL

Blocked
Closed
Open

<<set>> Set BlockPL
<<set>> Set ClosePL
<<set>> Set OpenPL

Door

Active

<<set>> Set ActivePL

Desk

installed

Fig. 4. Example of Traceability Links generation based on DTOM rules

In Fig. 4 the sequence of terms <NN1>button</NN1> <VBZ>is</VBZ>
<JJ>pushed</JJ> in the feature description and the attribute Pushed of the
class Button satisfy the conditions of a rule and, as a consequence, an Over-
lap relation would be created between them. In Fig. 4 the sequence of terms
<VVI>open</VVI> <AT>the</AT> <NN1>door</NN1> in the feature de-
scription and the operation Set Open of the class Door satisfy the conditions of



a rule and, as a consequence, a Requires Execution Of relation would be created
between them.

In [38], the authors propose rules that we apply between a reformulated
feature description and a model. Hence, a set of elements of the model are
related to the reformulated feature description. These elements compose the
model fragment as traceability result.

4 Evaluation

This section presents the research questions that our work tackles, the data
set of our real-world case study, the implementation details, the planning and
execution, the results and the statistical analysis.

4.1 Definition

We aim to answer the following research questions:

RQ1: Does the collaboration produce an improvement in the existing FL ap-
proaches that obtain the best results (IR and Linguistic rules)?

RQ2: If a positive answer in RQ1, how much is the quality of the solution
improved on IR?

RQ3: If a positive answer in RQ1, how much is the quality of the solution
improved on Linguistic rules?

The first research question investigates the results of our approach using
IR and Linguistic rules, the results of IR, and the results of Linguistic rules.
While, the second and third question investigates the improvement of introducing
collaboration in IR and Linguistic rules, respectively.

4.2 Data set

Our industrial partner, CAF, is an international provider of railway solutions
all over the world that can be seen in different types of trains (regular trains,
subway, light rail, monorail, etc.). The data set that CAF provided us is made
up of 23 trains where each product model on average is composed of more than
1200 elements. They are built from 121 different features that can be part of a
specific product model.

Furthermore, CAF provided us with the model fragments of 43 features from
different trains. Nineteen domain experts from CAF were involved in obtaining
different descriptions for each feature. Also, CAF provided us with lists of domain
terms and stopwords to process the NL. The domain terms list has around 300
domain terms, and the stopwords list has around 60 words. Both lists were
created by CAF domain experts who are associated with the provided products.



4.3 Implementation details

We have used the Eclipse Modeling Framework to manipulate the models and
CVL [14] to manage the model fragments. The techniques used to process the NL
have been implemented using OpenNLP [1] for the POS-Tagger and the English
(Porter2) stemming algorithm [3] for the stemming algorithm (originally created
using snowball and then compiled to Java). The LSI has been implemented using
the Efficient Java Matrix Library (EJML [2]).

4.4 Planning and execution

Fig. 5 shows an overview of the process that was planned to answer the research
questions taking as input both the documentation from our industrial partner,
and the 43 feature descriptions and their self-rated confidence for each of the 19
domain experts from our industrial partner, who were involved.
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First, we execute two variants (solo and collaborative) for each FL core (de-
picted as shaded boxes in Fig. 5):

– FLiM IR (solo): this variant uses the IR FL core to locate the model
fragment that realizes the feature description provided by each of the 19
domain experts for each of the 43 features, i.e., 43 (features) x 19 domain
experts’ feature descriptions = 817 independent runs.

– FLiM IR (collaborative): this variant enables that different domain ex-
perts collaborate to locate the model fragment that realizes each of the 43
target features (as described in Section 3.1) using the IR FL core. Specifi-
cally, we set k=5 (i.e., one domain expert’s feature description is set as base
query and five domain experts’ feature descriptions are set as relevant docu-
ments for the location of the target features). This decision was made based
on recommendations found in the literature [5].



– FLiM Linguistic (solo): this variant uses the Linguistic rules FL core to
locate the model fragment that realizes the feature description provided by
each of the 19 domain experts for each of the 43 features, i.e., 43 (features)
x 19 domain experts’ feature descriptions = 817 independent runs.

– FLiM Linguistic (collaborative): this variant not only uses the Linguis-
tic rules FL core but also, it enables that different domain experts collaborate
to locate the model fragment that realizes each of the 43 target features (as
described in Section 3.1) by setting k=5.

When a variant is executed, we obtain as a result a model fragment that
realizes a target feature. Then, we compare the model fragment with an oracle as
Fig. 5 shows. The oracle is prepared using the model fragments that realize each
target feature provided by our industrial partner. The oracle will be considered
the ground truth and will be used to calculate a confusion matrix.

The confusion matrix is a table that is often used to describe the performance
of a classification model on a set of test data (the solutions) for which the true
values are known (from the oracle). In our case, each solution obtained is a model
fragment that is composed of a subset of the model elements that are part of
the product model. Since the granularity is at the level of model elements, each
model element presence or absence is considered as a classification. The confusion
matrix distinguishes between the predicted values and the real values classifying
them into four categories: True Positive (TP), False Positive (FP), True Negative
(TN) and False Negative (FN).

Finally, some performance measurements are derived from the values in the
confusion matrix. Specifically, we create a report for the confusion matrix in-
cluding three performance measurements: recall, precision, and F-measure.

Recall measures the number of elements of the solution that are correctly
retrieved by the proposed solution and is defined as follows:

Recall =
TP

TP + FN

Precision measures the number of elements from the solution that are correct
according to the ground truth (the oracle) and is defined as follows:

Precision =
TP

TP + FP

F-measure corresponds to the harmonic mean of precision and recall and is
defined as follows:

F −measure = 2 ∗ Precision ∗Recall

Precision + Recall

Recall values can range from 0% (which means that no single model element
obtained from the oracle is present in the solution) to 100% (which means that
all the model elements from the oracle are present in the solution). Precision
values can range from 0% (which means that no single model fragment from
the solution is present in the oracle) to 100% (which means that all the model
fragments from the solution are present in the oracle). A value of 100% precision
and 100% recall implies that both the solution and the oracle are the same.



4.5 Results

Table 1 shows the mean values of recall, precision, and the F-measure. In terms
of recall, FLiM IR (solo) obtains the best result, providing a precision value of
70.28%. The second best results are obtained by the collaborative approaches (an
average value of 59.19% in FLiM IR (collaborative) and 57.13% in FLiM Linguistic
(collaborative)). The worst result is obtained by FLiM Linguistic (solo), which
obtains an average value of 24.64%. In terms of precision, the collaborative ap-
proaches obtain the best results. FLiM IR (collaborative) obtains the best results
in precision, providing an average value of 68.24%, whereas FLiM Linguistic (col-
laborative) obtains an average value of 54.49%. FLiM Linguistic (solo) provides
an average value of 33.95%, whereas the worst results are obtained by FLiM IR
(solo) (16.51%). In terms of the F-measure, the collaboration among domain
experts improves the results in IR and Linguistic (up to 37.19 and 29.31, respec-
tively).

Table 1. Mean values and standard deviations for Precision, Recall, and F-measure in
the industrial case study

Recall ± (σ) Precision ± (σ) F-measure ± (σ)

FLiM IR (solo) 70.28±15.93 16.51±10.86 24.81±14.15
FLiM IR (collaborative) 59.19±13.99 68.24±14.32 62.00±11.35
FLiM Linguistic (solo) 24.64±13.61 33.95±15.59 25.00±12.42
FLiM Linguistic (collaborative) 57.13±13.37 54.49±12.89 54.31±9.90

4.6 Statistical analysis

To answer whether the collaboration produce an improvement (RQ1), we com-
pare the solo variant with the collaborative variant for the two cores (IR and
Linguistic rules). To properly compare the variants, all of the data was analyzed
using statistical methods to provide formal and quantitative evidence (statis-
tical significance). The statistical tests provide a probability value, p − value.
The p − value obtains values between 0 and 1. It is accepted by the research
community that a p− value under 0.05 is statistically significant.

To compare the variants, we carry out a Holm’s post hoc analysis, which per-
forms a pair-wise comparison among the results of each variant. The p−V alues of
Holm’s post hoc analysis are smaller than the corresponding significance thresh-
old value (0.05) in the comparison between the solo and collaborative variants
for each of the two cores.

RQ1 answer. From the results, we can conclude that introducing collab-
oration when locating features in models produces an improvement in terms of
solution quality using both the IR and Linguistic rules core.

To answer how much is the quality of the solution improved using IR (RQ2),
and how much is the quality of the solution improved using Linguistic rules



(RQ3), we perform statistical analysis of the results since statistically significant
differences can be obtained even if they are so small as to be of no practical value.
Hence, it is important to assess if the results of our approach are statistically
better than another and to assess the magnitude of the improvement. Effect size
measures are needed to analyze this. For a non-parametric effect size measure, we
use Vargha and Delaney’s Â12 [39]. Â12 measures the probability that running
one approach yields higher values than running another approach. If the two
approaches are equivalent, then Â12 will be 0.5.

Table 2 shows the values of the effect size statistics for our approach in IR
and Linguistic rules. The second row of the table shows the comparison that
entails IR. FLiM IR (collaborative) would obtain better results than FLiM IR
(solo) in 44.94% of the runs for recall and 99.68% of the runs for precision.

Table 2. Â12 statistic for each core vs. its collaborative variant

Recall Precision

FLiM IR (collaborative) vs FLiM IR (solo) 0.4494 0.9968
FLiM Linguistic (collaborative) vs FLiM Linguistic (solo) 0.9799 0.9237

RQ2 answer. From the results, we conclude how much the solution of the
quality is improved introducing collaborative in IR. Although the value for recall
is near to be statistically equivalent, the value for precision shows a pronounced
superiority to perform collaborative feature location in models (99.68% of the
runs would obtain better results for precision introducing collaboration).

The third row of Table 2 shows the comparison that entails Linguistic rules,
which obtains the largest differences. FLiM Linguistic (collaborative) would ob-
tain better results than FLiM Linguistic (solo) in 97.99% of the runs for recall
and 92.37% of the runs for precision.

RQ3 answer. The results confirm that introducing collaboration to locate
features in models using Linguistic rules has a pronounced superiority since more
than 92% of the runs would obtain better results.

5 Threats to validity

We use the classification of threats of validity of [32,42], which distinguishes four
aspects of validity to acknowledge the limitations of our evaluation.

Construct validity: To minimize this risk, our evaluation is performed
using three measures: precision, recall and F-measure. These measures are widely
accepted in the software engineering research community [35].

Internal Validity: We used an oracle (obtained from our industrial part-
ner and considering the ground truth) to evaluate our approach using feature
descriptions or reformulated feature descriptions as queries where the expected
solution was known beforehand. By doing so, we were able to compute the recall,



precision and F-measure. With regard to the number of relevant documents and
terms used to expand the query, we used the values of 5 and 10, respectively as
recommended in the literature [5]. However, we do not know at this stage how
using different values would impact the results.

External Validity: In order to mitigate this threat, our approach has been
designed to be applied not only to the domain of our industrial partner but
also, to different domains. The requisites to apply our approach are that the
set of models where features have to be located conform to MOF (the OMG
metalanguage for defining modeling languages), and the query must be provided
as a textual description.

Furthermore, query reformulation techniques can only work if the origi-
nal query is reasonably strong to retrieve at least some of the relevant docu-
ments [37]. As occurs in other works [37,15], results depend on the quality of the
queries. Poor queries assign high rank to irrelevant model fragments. It is also
worth noting that the language used for the textual elements of the models and
the feature descriptions in the query provided must be the same. This language
is particular for each domain.

Hence, despite our approach can be applied to locate features on MOF-based
models from different domains, our approach should be applied to other domains
before assuring its generalization.

Reliability: To reduce this threat, the feature descriptions and the product
family are provided by our industrial partner, who is not involved in this research.

6 Related work

Several approaches have been proposed to reformulate queries in a semi-automatic
or automatic way by expanding the query of a user [36] based on relevant doc-
uments such as source code and Internet sites. For example, Yang and Tan [43]
reformulate the query by extracting synonyms, antonyms, abbreviations, and
related words from the source code. Rivas et al. [31] add relevant terms from
a scientific documental database to a query to improve the documents initially
retrieved. Hill et al. [15] also obtain possible query expansion terms from the
code. Lu et al. [22] improve code search by expanding the query with synonyms.
Marcus et al. [25] expand the query using LSI in order to determine the terms
from the source code that are most similar to the query. Other approaches ex-
pand the query by adding information from external sources of information such
as public repositories [8].

Table 3 compares the above query expansion works with our work. As the
table shows, the base query that is going to be expanded is obtained from a hu-
man, who can play different roles (developer, user, analyst, and domain expert).
The relevant documents used to find the terms to expand the query are usually
source code, online documentation, or text. In contrast, to support collaboration
in our work, we use other domain experts’ feature descriptions as relevant docu-
ments in order to enrich the base query feature description with the knowledge of
other domain experts. Moreover, in contrast to the above works, our work aims



Table 3. Comparison with query expansion works

Author Base query Relevant
documents

Industrial
domain

Artifact

Yang and Tan [43] Developer Source code No Code

Rivas et al. [31] User Biomedical
articles

No Text

Hill et al. [15] Developer Source code No Code

Lu et al. [22] Developer Internet site No Code

Marcus et al. [25] User Source code No Code

Dimitru et al. [8] User Internet sites No Product
specifications

Our work Domain
expert

Domain
experts

Yes Models

to apply query expansion techniques for introducing collaboration in industry
since the context is not the same as in academia [4].

Also, there are many feature location approaches that have been proposed to
find features in code by taking textual information as input [7] such as [6,18,40].
Other works such as [41,16,45,44,27,11,26] focus on the location of features in
models by comparing the models with each other to formalize the variability
among them, whereas Font et al. [10] use an evolutive algorithm to locate features
among a family of models. In contrast to these feature location approaches, our
work introduces collaboration among different domain experts to locate a target
feature in models.

7 Concluding remarks

Although collaboration is a useful and a necessary component in industrial con-
texts to take advantage of the experience of different domain experts, it is ne-
glected in existing FL approaches. In this paper, we propose an approach that
introduces collaboration in two existing FL approaches (IR and Linguistic rules)
to locate features in models. To introduce collaboration, the relevant feature
descriptions provided by the domain experts are identified using an estimation
of confidence level. After, our approach automatically reformulates the relevant
feature descriptions in a single query.

The results show that introducing collaboration for locating features in mod-
els boosts the quality of the results of existing FL approaches (IR and Linguistic
rules). The statistical analysis of the results assesses the magnitude of the im-
provement of introducing collaboration. Moreover, our results show that our
approach can be applied in real world environments.

As future work, we plan to evaluate the influence in the quality of the solution
whether the number of domain experts who collaborate changes. In addition,



we plan to evaluate the quality of the solution with new approaches based on
Machine Learning [24].
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