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ABSTRACT
In this work, we propose a feature location approach to discover
so�ware artifacts that implement the feature functionality in a
model. Given a model and a feature description, model fragments
extracted from the model and the feature description are encoded
based on a domain ontology. �en, a Learning to Rank algorithm
is used to train a classi�er that is based on the model fragments
and feature description encoded. Finally, the classi�er assesses
the similarity between a population of model fragments and the
target feature being located to �nd the set of most suitable feature
realizations. We have evaluated the approach with an industrial
case study, locating features with mean precision and recall values
of around 73.75% and 73.31%, respectively (the sanity check obtains
less than 35%).
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1 INTRODUCTION
Feature location is known as the process of �nding the set of so�-
ware artifacts that realize a particular functionality of so�ware
system. No maintenance activity can be completed without locat-
ing in the �rst place the so�ware artifact (e.g., code) that is relevant
to the speci�c functionality [10]. Since Feature Location is one of
the main activities performed during so�ware evolution [14] and
up to an 80% of a system’s lifetime is spent on the maintenance
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and evolution of the system [21], there is a great demand for Fea-
ture Location approaches that can help developers to �nd relevant
so�ware artifacts in a family of so�ware products.

Learning to Rank is known as a family of Machine Learning algo-
rithms that automatically address ranking tasks [22]. �e topic has
gained interest in recent years [9], and Learning to Rank has been
applied in a lot of �elds [7] like document retrieval, collaborative
�ltering, expert �nding, anti web spam, sentiment analysis, product
rating, and feature location.

However, most of the research on Feature Location through
Learning to Rank has been directed towards the location of fea-
tures in source code artifacts [5, 10, 33], neglecting other so�ware
artifacts such as models. �erefore, there is a dearth of Feature
Location approaches that research how to apply Learning to Rank
in order to locate the model elements that realize a feature.

In this work we propose LRFL-M (Learning to Rank for Feature
Location in Models), which is an Feature Location approach that
locates features in models through Leaning to Rank. �e approach is
based on Learning to Rank to assess the similarity between a feature
description and the model fragments that could be the realizations
of this feature. Given feature descriptions and model fragments
known beforehand, the LRFL-M approach encodes them based on
a domain ontology. �en, the classi�er is trained based on the
feature descriptions and the model fragments encoded. Finally, the
similarity between a population of model fragments and the target
feature being located are assessed through the classi�er in order
to �nd the set of most suitable feature realizations. �erefore, a
rank allows knowing what model fragments best realize the target
feature as output.

�e presented approach was evaluated in CAF, a worldwide
provider of railway solutions. �eir trains can be found all over the
world in di�erent forms (regular trains, subway, light rail, monorail,
etc.). �e application of the approach shows that the mean values
of precision and recall are 73.75% and 73.31%, respectively, while
the sanity check is around 46% less than the presented approach.

�e contribution of this paper is twofold. First, we show how
to encode model elements and feature descriptions by means of a
domain ontology in order to apply Learning to Rank to models. Sec-
ond, we provide evidence that, with our ontology-based encoding,
Learning to Rank is applicable to the problem of feature location in
industrial models such as the ones from our industrial partner.
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Figure 1: Overview of the Learning to Rank phase of LRFL-
M.

�e remainder of this paper is structured as follows: Section 2
presents the details of the approach. Section 3 provides the eval-
uation carried out. Section 4 discusses the approach. Section 5
describes the threats to validity. Finally, Section 6 presents some
related work and the paper is concluded with remarks on future
work.

2 LEARNING TO RANK FOR FEATURE
LOCATION IN MODELS (LRFL-M)

�e approach consists of two phases: Learning to Rank and Feature
Location. In the �rst phase, the approach learns how to rank based
on a set of feature descriptions and model fragments whose similar-
ity with each other is known beforehand. In the second phase, the
approach locates a target feature in a model thanks to the learning
obtained in the �rst phase. As output, some fragments of the model
are ranked taking into account their similarity to the target feature.

2.1 �e Learning to Rank phase of LRFL-M
In the �rst phase, a classi�er is trained by a Learning to Rank
algorithm. Figure 1 shows an overview of the Learning to Rank
phase. Rectangular boxes represent the inputs and outputs, while
rounded boxes represent the di�erent steps to follow in this phase.
Lines indicate that an element is an input or output of one of the
steps.

�e input consists of the knowledge base and a domain ontology
provided by domain experts. Each input is described as follows:

• �e knowledge base is a set of elements that is generated
using the domain experts’ experience, documents, and re-
sults. Each element is composed of a feature description, a
model fragment, and a �tness score. �e feature descrip-
tion uses natural language to de�ne the feature that is
located in the model fragment. �e model fragment con-
sists of an element or a set of elements that belongs to the
model. �e �tness score determines if the model fragment
realizes the feature to a greater or lesser extent. In other
words, the �tness score assesses the similarity between the
feature description and the model fragment.

• �e domain ontology represents the main concepts and
the relation between them in a speci�c domain.

�e Learning to Rank algorithms train classi�ers by using train-
ing sets that are composed of feature vectors [6], so neither the
feature descriptions nor the model fragments can be understood
without encoding them. Each feature vector consists of feature-
value pairs. However, the concept of feature could be confused
in this speci�c context because it has two meanings. On the one
hand, in Feature Location, a feature is a prominent or distinctive
user-visible aspect, quality, or characteristic of a so�ware system
[19]. On the other hand, in Learning to Rank, a feature is an in-
dividual measurable characteristic of the element being observed
[8].To avoid misunderstandings, in this article the concept of fea-
ture in Learning to Rank is replaced by characteristic. �erefore,
each feature vector consists of characteristic-value pairs, and, in
the two �rst steps of this phase, the feature descriptions and the
model fragments are encoded into feature vectors, respectively.

(1) Feature Description Encoding
In this �rst step, each feature description is turned into

a encoded feature description. First, the main terms of the
feature description are extracted using well-established
Information Retrieval (IR) techniques: tokenizer, Parts-of-
Speech (POS) tagging technique, and stemming techniques
[3, 16]. Second, the relevance of these terms is assessed
comparing them with the concepts in the domain ontology.

Figure 2 presents an example of the encoding of a fea-
ture description and a model fragment based on an ontol-
ogy. �e section on the le� shows the ontology provided
by a domain expert. In the center, the �gure shows a fea-
ture description. And, below it, the feature description is
encoded as characteristic-value pairs.

Each concept in the ontology is a characteristic in the
encoded feature description. Its correspondent value is
computed as the frequency of this concept in the feature
description. Speci�cally, the concept is compared against
the terms extracted using the IR techniques. �is step
produces the encoded feature descriptions as output.

(2) Model Fragment Encoding
In this second step, the model fragments are encoded

based on the domain ontology. However, the encoding is
not based only on the concepts of the ontology but also on
its relations.

On the one hand, the main terms of the model frag-
ment are extracted taking into account the elements of the
model fragment and their properties. �en, the same IR
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Figure 2: Example of the encoding of a feature description and a model fragment based on an ontology.

techniques (tokenizer, POS tagging technique, and stem-
ming techniques) are applied on the extracted terms. �en,
characteristic-value pairs are generated using the concepts
of the ontology. Each concept corresponds to a character-
istic. Its value is the frequency of the concept in the terms
that are extracted from the model fragment.

On the other hand, the relations available in the model
fragments are also encoded as characteristic-value pairs.
Each relation of the ontology corresponds to a characteris-
tic. Its value is the frequency of the relation in the model
fragment. Speci�cally, this frequency is computed automat-
ically taking into account how the metamodel implements
the relations de�ned in the ontology.

�e section on the right of Figure 2 shows a model frag-
ment. On the bo�om-right of this �gure (Encoded Model
Fragment), the le� column represents the characteristic-
value pairs for the concepts and the right column repre-
sents the characteristic-value pairs for the relations. �e
output of this step is the encoded model fragment, which is
composed of the characteristic-value pairs for the concepts
and for the relations.

(3) Training Set Generation
�is step generates the training set that is used to train

the classi�er. Learning to Rank algorithms use two di�er-
ent sets: one is to train the classi�er which is known as
the training set; the other one is to perform the ranking by
using the classi�er, which is known as the test set. Both of
them are composed of feature vectors.

In this case, each feature vector is composed of an en-
coded feature description, an encoded model fragment,
and a �tness score. �e encoded feature description comes
from a feature description that is encoded in the �rst step.
�e encoded model fragment comes from a model frag-
ment that is encoded in the second step. �e �tness score
is the value assigned in the knowledge base to determine
the similarity between that feature description and that
model fragment.

Following the example of Figure 2, the feature vector
would be composed of eighteen characteristic-value pairs
and a �tness score. �e �rst six characteristic-value pairs
would belong to the encoded feature description. �en, the
following twelve characteristic-value pairs would belong
to the encoded model fragment. �e �tness score would be
the correspondent numerical value of the knowledge base.

(4) Classi�er Training
In this step, the classi�er is trained by a Learning to

Rank algorithm using the training set that was de�ned in
the previous step. �e Learning to Rank algorithm com-
pares the feature vectors of the training set by assessing
of the similarity between the �tness scores, the encoded
feature descriptions, and the encoded model fragments.
�en, the constraints extracted from these comparisons
are used by the algorithm to generate the classi�er. �is
classi�er is the output of the Learning to Rank phase.

2.2 �e Feature Location phase of LRFL-M
Figure 3 depicts an overview of the Feature Location phase. �e
input consists of the same domain ontology that was used in the
previous phase, the target feature description, and the population
of model fragments where this target feature is going to be located.
First, the target feature description and the model fragments are
encoded by using the same techniques described in the �rst and
second steps of the Learning to Rank phase. �en, the test set is
generated by using the encodings. Each feature vector of the test
set consists of the same encoded feature description and one of the
encoded model fragments. �en, the classi�er assesses the �tness
scores for each feature vector in the the test set. �ese �tness scores
are the output of the Feature Location phase. �ey allow the model
fragments to be ranked according to their similarity to the target
feature description.

In the following sections, we describe the case study that we
designed to address the evaluation of the approach, as well as its
results.
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Figure 3: Overview of the Feature Location phase of LRFL-
M.

3 EVALUATION
�is section presents the evaluation that was performed to deter-
mine if the presented approach can be used to locate features. �e
following subsections describe the experimental setup, the case
study where we applied the approach, and the results obtained.

3.1 Experimental Setup
Figure 4 shows an overview of the process that was followed to
evaluate the approach to locate features in the industrial case study.
�e top part shows the ontology, the knowledge base, and the oracle
for the case study. �e ontology represents the main concepts and
the relations with each other in a speci�c domain. �is ontology
was de�ned by a domain expert from the main concepts in the
domain and how they are related. �e knowledge base is a set
of feature descriptions, models fragments that are possible realiza-
tions for that feature description, and the �tness score assigned
to that model fragment. �is knowledge base was constructed by
engineers from our industrial partner and then the �tness scores
were assigned by a domain expert. �e oracle consists of a set
of features whose traceability between their feature descriptions
and model fragments is documented by our industrial partner. �e
oracle will be considered the ground truth and will be used to eval-
uate the solutions provided in terms of precision, recall, and the
F-measure.

�en, the knowledge base is divided into two di�erent sets. �e
�rst one will be encoded to generate the training set in the Learning
to Rank phase of the LRFL-M approach. �e second one will be
encoded to generate the test set in the Feature Location phase of
the LRFL-M approach. �erefore, the knowledge base for training
is used to generate a classi�er following the steps described in the
Learning to Rank phase of the LRFL-M. And, in the Feature Location
phase of LRFL-M, the knowledge base for testing is fed as input
for this classi�er. In addition, the Knowledge base for testing is
also fed as input for a random classi�er (Sanity Check). As a result,
we obtained a solution in the form of a model fragment for each

classi�er. Finally, we computed the precision, recall and F-measure
values for each of these solutions.

Precision measures the number of elements from the solution
that are correct according to the ground truth (the oracle) and is
de�ned as follows:

Precision =
SolutionElements ∩OracleElements

SolutionElements
(1)

Recall measures the number of elements of the solution that are
retrieved by the proposed solution and is de�ned as follows:

Recall =
SolutionElements ∩OracleElements

OracleElements
(2)

Finally, F-measure corresponds to the harmonic mean of preci-
sion and recall and is de�ned as follows:

F −measure = 2 ∗ Precision ∗ Recall
Precision + Recall

(3)

�e presented approach uses the Eclipse Modeling Framework
(EMF) to manipulate the models from our industrial partners and the
Common Variability Language (CVL) [29] to manage the fragments
of models. �e IR techniques that are used to process the language
were implemented using OpenNLP [1] for the POS-Tagger and
Snowball [2] for the stemming. Finally, SVM-Rank is the algorithm
that is used to generate the classi�er [18]. SVM-Rank is a well-
known Learning to Rank algorithm that is based on the Support
Vector Machine (SVM) [26].

3.2 CAF case study
First, we extracted an oracle from our industrial partner models.
Fy, we obtained four di�erent product models of real world trains,
each one of which is composed of around 1200 elements on average.
�e product models are built using 121 di�erent features that can
be present in each product model. Besides the product models, we
also extracted the formalization of the variability, which maps each
feature to the model fragments that realizes the feature (so we can
use it as an oracle).

To create the knowledge base, we selected one feature from
each of the trains and asked 19 di�erent engineers from our indus-
trial partner to create a model fragment that realizes the feature.
�en, each model fragment was assigned a score by a domain expert
to determine its correctness.

Using the knowledge base, we performed four test cases, one for
each of the features present in the knowledge base. Each test case
ranked the model fragments that realized one of the features. �e
model fragments that realized the other features were used to train
the classi�er. Table 1 shows how the knowledge base is divided in
each test case taking into account one feature for testing and using
the other features for training.

�is table also shows the number of elements that the knowledge
base contains for each test case. �ese elements correspond to
concepts and relations of the ontology, which have to be present
so that the feature is realized properly. �erefore, the number of
elements depends of the concepts and relations that the feature
contains.

�en, for each test case, we followed the experimental setup de-
scribed in Figure 4. �e LRFL-M approach followed the two phases
de�ned above. In the Learning to Rank phase, the knowledge base
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Table 1: Division of the knowledge base for each test case
(TC) taking into account the features (F), and the number of
elements that these features contain.

Knowledge Base
for Training

Knowledge Base
for Testing

Features #Elements Features # Elements
TC1 F2, F3, F4 14 F1 1
TC2 F1, F3, F4 8 F2 7
TC3 F1, F2, F4 12 F3 3
TC4 F1, F2, F3 11 F4 4

for training was encoded taking into account the ontology and the
format required by the Learning to Rank algorithm. �e ontology
de�ned for this speci�c domain is composed of 12 concepts and
17 relations for these concepts. �erefore, the encoded feature de-
scription was composed of 12 characteristic-value pairs, and the
encoded model fragment was composed of 29 characteristic-value
pairs.

Moreover, SVM-Rank requires a speci�c format for its feature
vectors [18]. First, each feature vector contains a numerical value
which corresponds to our �tness score. �en, it has a numerical
value to identify what feature vectors are related to each other. In
our case, this value represents the feature that is realized in the
feature vector. �erefore, here all the feature vectors that realize
the same feature will have the same identi�er. �en, the feature
vector contains characteristic-value pairs, so the encoded feature
description and the encoded model fragment are included a�er the
identi�er. Finally, it is possible to add a comment, which was not
relevant for the SVM-Rank approach but that may help us to clarify
the understanding of the feature vector.

�en, the training set generated was used to train the classi�er.
In the Feature Location phase of LRFL-M, the knowledge base
for testing was encoded taking into account the ontology and the
format required by the Learning to Rank algorithm. �en, the
testing set was ranked by the classi�er that was generated in the
previous phase. As a result of the LRFL-M approach, we obtained
a ranking of model fragments, and the results were assessed by
comparing them to the oracle.

�erefore, each test case returned two results: one for the SVM-
Rank classi�er, and one for the Sanity Check. Finally, each test case
was run 30 times. As suggested by [4], given the stochastic nature
of the LRFL-M approach, several repetitions are needed to obtain
reliable results.

3.3 Results
�is subsection presents the results obtained for each of the tested
test cases. �e right-hand graph on Figure 5 shows the mean values
of precision and recall achieved for each test case when locating
the features from the CAF case study using the presented approach.
Each point in the chart represents the mean value (for the 30 inde-
pendent executions) of the two performance indicators (precision
on the x axis and recall on the y axis) for one of the test case execu-
tions. Similarly, the le�-hand graph on Figure 5 shows the mean
values of precision and recall achieved for each test case when
locating the features from the CAF case study using the Sanity
Check.

In addition, in each of the graphs, the points belonging to each
of the four test cases are displayed using di�erent symbols. In
order words, red squares represent the executions of TC1; blue
asterisks represent the executions of TC2; pink triangles represent
the executions of TC3; and green diamonds represent the executions
of TC4.
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Figure 5: Mean Precision and Recall for the four test cases and both rankings: Sanity Check and SVM-ranking

Table 2: Mean Values and Standard Deviations for Precision,
Recall, and F-Measure for SVM and Sanity Check

TC Measurement SVM-Ranking Sanity Check

TC1
Precision ± (σ ) 84.06 ± 9.86 23.00 ± 14.95
Recall ± (σ ) 84.12 ± 11.09 19.09 ± 9.77
F-Measure ± (σ ) 83.54 ± 8.25 17.42 ± 10.17

TC2
Precision ± (σ ) 69.31 ± 14.93 24.91 ± 11.73
Recall ± (σ ) 69.95 ± 15.40 34.13 ± 14.84
F-Measure ± (σ ) 67.84 ± 11.70 25.78 ± 10.87

TC3
Precision ± (σ ) 62.86 ± 17.14 24.93 ± 15.25
Recall ± (σ ) 62.25 ± 13.67 21.33 ± 13.11
F-Measure ± (σ ) 60.15 ± 10.60 18.21 ± 10.94

TC4
Precision ± (σ ) 78.79 ± 13.80 30.18 ± 14.75
Recall ± (σ ) 76.94 ± 12.13 30.28 ± 14.39
F-Measure ± (σ ) 77.00 ± 10.01 27.06 ± 12.04

Mean
Precision ± (σ ) 73.75 ± 16.28 25.76 ± 14.35
Recall ± (σ ) 73.31 ± 15.38 26.21 ± 14.46
F-Measure ± (σ ) 72.13 ± 13.48 22.11 ± 11.75

In Table 2, we outline the results, which are aggregated for each
classi�er and test case. We also show the F-measure. �e SVM-Rank
classi�er achieves the best results for all the performance indicators
across the four test cases, providing a mean precision value of
73.75%, a recall value of 73.31%, and a combined F-measure of
72.13%. In contrast, the Sanity Check achieves mean values of
around 26%, which is approximately 46% less than the presented
approach.

4 DISCUSSION
�e results reveal that by using our ontology-based encoding, Learn-
ing to Rank can be applied to industrial models such as the models
of CAF. In the following subsections, we discuss some limitations
and the generalization.

4.1 Limitations of our ontology-based encoding
�e presented approach relies on sets of information that are divided
into three components: the feature description, the model fragment,
and the �tness score (which assesses the similarity between the �rst
two components). Speci�cally, the �tness score is given by an expert
in the domain, and it will have an impact on the ranking classi�er
that is produced by the Learning to Rank algorithm. �erefore, it
must be carefully assigned by the domain expert.

Based on the results, the TC1 obtains the best results because
the knowledge base for testing is the simplest testing set, as the
table 1 shows. While the knowledge base for testing contains
only one element, the knowledge base for training contains 14
elements. �erefore, the greater number of elements contained
in the knowledge for training helps to be�er rank the knowledge
base for testing. In contrast, the TC3 obtains the worst results
because the F3 does not contain any element in common with the
other features. While the F1, F2, and F4 have some elements in
common, the elements in the F3 are not present in the other features.
�erefore, ranking this feature is more complex than to rank the
other features. For these reasons, one of the future works will
consist in increasing the knowledge base.

In addition, our encoding is based on the presence or absence
of concepts and relations from the domain ontology in the feature
description and in the model fragment. Although the classi�er
achieves satisfactory results in our evaluation, it is not enough to
capture speci�c details. For example, two di�erent feature descrip-
tions could contain the same relations and concepts: the �rst one
indicates that the doors of the train will be opened when a bu�on
is pressed and the train is stopped, while the other one indicates
that the bu�on will be inhibited when the doors are closed and
the train is in motion. �e two feature descriptions have the same
concepts and relations, but they have a di�erent meaning and the
correspondent model fragments also have noticeable di�erences.
�erefore, our encoding steps could be improved by taking into ac-
count a more complex ontology. In fact, this constitutes our future
work.

Moreover, the concepts and the relations de�ned in the ontol-
ogy do not have the same relevance to the encoding. In fact, we
have observed that some of them include a small deviation when
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the similarity is computed by the classi�er. For example, if a fea-
ture description indicates that the state of the pantograph changes
when a bu�on is pressed, two model fragments can realize this
feature correctly but using di�erent elements. Both of the model
fragments would contain the same basic elements (e.g, a bu�on
or a pantograph) to function properly. However, one of the model
fragments could also have a desk where the bu�on is installed. In
this case, the desk is irrelevant to locate the feature. However, it
would be included automatically in the encoding thereby adding
ambiguity because both model fragments would have the same
�tness score and di�erent elements. To solve this, we could use
Feature Selection techniques that are widely extended in mining
and machine learning applications to simplify the classi�ers and to
reduce over��ing [13].

Another way to improve the performance of the classi�er is by
adjusting the parameters of the Learning to Rank algorithm. �is
approach has been executed using the default parameters [17], but
they could be con�gured to try to improve the results.

4.2 Generalization
�e presented approach has been designed to be applied in a speci�c
domain, taking advantage of the experience and knowledge about
the domain. An expert in the domain designed the ontology and
assigned the �tness scores of the knowledge base. �e approach
could be applied to any domain, but there must be an ontology and
a domain expert to assign the �tness scores for the training.

5 THREATS TO VALIDITY
In this section, we use the classi�cation of threats of validity of
[27, 32] to acknowledge the limitations of our approach.

Construct validity: �is aspect of validity re�ects the extent
to which the operational measures that are studied represent what
the researchers have in mind. To minimize this risk, our evalua-
tion is performed using three measures: precision, recall, and the
F-measure. �ese measures are widely accepted in the so�ware
engineering research community [28].

Internal Validity: �is aspect of validity is of concern when
causal relations are examined. �ere is a risk that the factor being
investigated may be a�ected by other neglected factors. �e number
of model fragments in the knowledge base may look small, but
SVM-Rank performs be�er with small training sets [18]. �erefore,
SVM-Rank was the Learning to Rank algorithm selected to reduce
this threat.

External Validity: �is aspect of validity is concerned with to
what extent it is possible to generalize the �nding, and to what
extent the �ndings are of relevance for other cases. �e LRFL-
M approach was designed to locate features in models, but there
must be an ontology and a domain expert to assign the �tness
scores for the training. If these conditions are satis�ed, the features
of any domain could be located in models using this approach.
Nonetheless, LRFL-M should be applied to other domains before
assuring its generalization.

Reliability: �is aspect is concerned with to what extent the
data and the analysis are dependent on the speci�c researchers. To
reduce this threat, the creation of the ontology and the assignment
of the �tness scores were performed by a domain expert who was

not involved in the research. Moreover, the feature descriptions
and the model fragments were provided by our industrial partner.

6 RELATEDWORK
In this section, we present some related works, which are divided
into two parts. First, we overview some research papers on Feature
Location. Second, we discuss other publications that focus on
Feature Location in Models.

6.1 Feature Location Approaches
Typechef [20] provides an infrastructure to locate the code that
is associated to a given feature by means of analyzing the #ifdef
directives. Trace analysis [11] is a run-time technique that is used
to locate features. When the technique is executed, it produces
traces that indicate which parts of code have been executed. Some
approaches that are related to feature location use LSI to extract
the code associated to a feature [21, 24]. �ese techniques have
generally been applied to search for the code of a feature in a
given individual product. In contrast, our approach searches for
model fragments that implement a feature by means of an ontology-
based encoding that enables the application of Learning to Rank
algorithms to models.

Some works rely on Learning to Rank techniques to locate fea-
tures in the code [5, 33]. Tien-Duy et al. focus on Learning to Rank
through feature vectors that are based on likely invariants. Xin
et al. focus on the terms that are de�ned in a vocabulary to build
the feature vectors. In our approach, we also take advantage of
the knowledge of domain experts to de�ne the feature vectors that
are based on the ontology created by them. Our approach also
performs feature location through Learning to Rank algorithms.
However, our approach locates the features in models instead of in
code.

Some works rely on ontologies to locate features in code. In [31],
a systematic approach is used to locate features by using ontology
fragments. Hayashi et al. [15] propose an ontology-based technique
to locate features that are de�ned by natural language sentences.
Ratiu et al. [25] present a framework to recover the mappings
between entities from an ontology and program elements. Petrenko
et al. [23] perform a study about the performance of programmers
when they locate features by using ontology fragments. In contrast,
our approach locates features in models and the ontology is used
to encode both feature descriptions and model fragments.

6.2 Feature Location in Models
Other works focus on the location of features in models using com-
parisons among models in a family of models [30, 34, 35]. Zhang
et al. [34] propose a generic approach to locate the feature realiza-
tions by exploring the commonality and the variability of models
through their automatic comparison. In [35], the approach is re-
�ned to reduce the manual e�ort required in the formalization of
the feature realizations when new product models are included
in a product line. In the approach of [30], the variability between
models is determined through an exchangeable metric, taking into
account di�erent a�ributes of the models.

However, all of these approaches are based on the location of
features through comparisons among the models. In contrast, our
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approach is applied to a single product model; it relies on a classi�er
that compares the target feature description with the model.

Font et al. [12] propose a generic approach to locate features
in a single model through the use of a genetic algorithm. First,
their approach clusters the model fragments into feature realization
candidates through Formal Concept Analysis (FCA). �en, Latent
Semantic Analysis (LSA) is used to rank the feature realization
candidates based on the similarity with the feature description. In
contrast to our approach, which bene�ts from legacy products to
train the classi�er, in [12] no ma�er how many legacy products
there are, their techniques do not bene�t from them.

7 CONCLUSION AND FUTUREWORKS
As part of this work, we have presented a Feature Location approach
that targets model fragments as the feature realization artifacts us-
ing Learning to Rank. We propose a novel encoding of feature
descriptions and model fragments based on an ontology. We pro-
pose the use of a Learning to Rank algorithm to learn how to assign
�tness scores based on the similarity between feature descriptions
and model fragments. As a result, the features located using this ap-
proach shows recall rand precision measures of around 73%, while
the sanity check remains below 46%. Taking into account these
results, our next steps involve the increase of our knowledge base
to improve the performance of the classi�er, and the enrichment of
our ontology to capture speci�c details to improve our encoding.
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