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Abstract

Context: Clone and Own (CaO) is a widespread approach to generate new software products from existing software
products by adding small changes. The Software Product Line (SPL) approach addresses the development of families
of products with similar features, moving away from the production of isolated products. Despite the popularity of
both approaches, no experiment has yet compared them directly.

Objective: The goal of this paper is to know the different performances of software engineers in the software
products development process using two different approaches (SPL and CaO).

Method: We conducted an experiment in the induction hobs software environment with software engineers. This
experiment is a single factor experiment where the factor is the approach that is used to develop software products,
with two treatments: (SPL or CaO). We compared the results obtained by the software engineers when they develop
software products related to effectiveness, efficiency, and satisfaction.

Results: The findings show that: 1) the SPL approach is more efficient even though the number of checking actions
required by this approach is greater than the number required by the CaO approach; 2) the SPL approach offers more
possibilities than software engineers need to perform their daily tasks; and 3) software engineers require better search
capabilities in the CaO approach. The possible explanations for these results are presented in the paper.

Conclusions: The results show that there are significant differences in effectiveness, efficiency, and satisfaction,
with the SPL approach yielding the best results.
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1. Introduction

In industrial contexts where software development is
based on the generation of new software from legacy
software, two approaches have been used successfully:
Software Product Line (SPL) and Clone and Own
(CaO). The CaO approach is based on the generation
of software product families from legacy software prod-
ucts with small modifications [26]. On the other hand,
the SPL approach is based on the systematic reuse of
a set of software components to derive new software
products. These new products are created from existing
elements instead of developing software from scratch
[20].

∗Corresponding author. Tel.: +34 976060100 mail: jechever-
ria@usj.es

In empirical studies related to the SPL and CaO ap-
proaches, we observe two characteristics: 1) most stud-
ies are conducted with students that play the role of
subjects; and 2) to our knowledge, there are no previ-
ous papers that have conducted empirical experiments
in industry with the aim of comparing the SPL and CaO
approaches. Thus, there is a need to conduct empiri-
cal studies with software engineers to compare SPL and
CaO approaches from an industrial perspective in the
real world. In order to bridge this gap, the main contri-
bution of this paper is the design and conduction of an
experiment to compare the SPL and CaO approaches in
industry.

The goal of this paper is to determine which approach
is better: SPL or CaO. This paper proposes an experi-
ment design that is based on a single factor experiment
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using a between-subjects design. The factor is the type
of approach while the response variables are: effective-
ness (the percentage of task performed correctly), effi-
ciency (the ratio between effectiveness and time spent to
perform the tasks), and satisfaction (the subjective feel-
ings of the software engineers after finishing the exper-
imental tasks). The experimental problem consists of
four tasks where the subjects have to develop a software
product using one approach. The tasks are the same for
both approaches, this ensures that treatments are given
in the same context. The experimental subjects were
software engineers in the induction hob division of our
industrial partner company, the BSH group. BSH is the
largest manufacturer of home appliances in Europe and
one of the leading companies in the sector worldwide
(the brand portfolio is composed of Bosch and Siemens,
among others). Their induction division has been pro-
ducing induction hobs for the last 15 years.

The results show that there are significant differences
for these three variables: effectiveness, efficiency, and
satisfaction have better values with the SPL approach
than with the CaO approach. Our results show three
findings that are relevant for improving the software de-
velopment process with the CaO and SPL approaches.
First, in software development the software engineers
spend more time checking actions with the SPL ap-
proach than with the CaO approach. However, the SPL
approach is more efficient. Second, the SPL approach
offers more possibilities than the software engineers re-
quired. Nevertheless, because of the greater amount
of time invested in checking actions, the software en-
gineers have greater trust in the SPL approach. Third,
the software engineers asked about the possibilities of
improvement in the search capabilities in the CaO ap-
proach.

The paper is structured as follows: Section 2 analyzes
other works that have shown empirical evaluations on
SPL and CaO. Section 3 explains the background of the
SPL and CaO approaches. Section 4 describes the de-
sign of the experiment. Section 5 shows the statistical
results. Section 6 discusses the results. Section 7 deals
with the threats to validity. Finally, Section 8 presents
some relevant conclusions.

2. Related Work

Since there are so many concepts to be evaluated
in a SPL, there is an important number of works that
have dealt with studies in this field. Next, we de-
scribe the search strategy that was used to answer the
research question: What evaluations have been done
in the field of SPLs and Clone and Own? The search

string used is (”software product lines” AND ”experi-
ment”) OR (”software product lines” AND ”empirical
evaluation”) OR (”software product lines” AND ”as-
sess”) OR Clone and Own. The inclusion criterion is:
(IC1) Works that evaluate SPLs or CaO through empir-
ical experiments, case studies, or theoretically. The ex-
clusion criteria are: (EC1) Works that do not describe
in detail the goal, metrics, and outcomes of the evalu-
ation; (EC2) Works without any validation. The search
was done in May, 2019 using Scopus. This tool searches
journals and conference proceedings from a broad set of
libraries.

The primary works selected from the set of papers re-
trieved by the search have been classified based on the
topic of the evaluation: requirements elicitation, evo-
lution, complexity of metrics, reliability, comparisons,
Software Product Line, and Clone and Own. Below,
we describe the papers found in each one of these cate-
gories. A summary of all of the primary works is shown
in Table 1. For each work, we summarize the type of
evaluation (empirical experiment, case study, or theo-
retical work), the number and type of subjects, the goal
of the evaluation, the variables used in the evaluation,
and the outcomes.

There are several works that focus on evaluating the
process of requirements elicitation in SPL. Adam and
Schmid [1] have conducted an empirical experiment
with 26 students who play the role of subjects. The
goal of the experiment is to analyze two elicitation ap-
proaches regarding effectiveness during requirements
elicitation. The results show that the elicitation tech-
nique proposed by the own authors is more effective
than a traditional one. Bonifacio el at. [5] have also
conducted an empirical experiment in the field of re-
quirements elicitation in SPLs. The results have been
extracted from a family of three experiments with 12,
24, and 16 subjects, respectively, where all of them are
students. The goal of the experiment is to compare
two techniques to specify use case scenarios for SPLs.
The comparison is performed through the variable ef-
fort. The results show that most modular technique re-
duces the effort required by the analysts.

The evolution of SPL is a feature that must be con-
sidered in any architecture. There are several works
that have analyzed this evolution. One of these works
was performed by Bagheri and Gasevic [4], who have
conducted an experiment with 15 students to evaluate
a set of structural feature model metrics both theoret-
ically and empirically. The evaluation has been done
measuring external quality attributes. The results define
a subset of metrics that have been identified as correlat-
ing with maintainability. Figueiredo et al. [15] have re-
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Author Type Subjects Goal Variables Result
Adam and
Schmid [1]

Experiment 26 students
Compare two techniques of
requirements elicitation for SPL

Elicitation effectiveness
The proposed method is more
effective than traditional methods

Bonifacio
et al. [5]

Experiment
52 students
in three
replications

Compare two techniques to specify
SPL requirements

Effort
The most modular technique
obtain better results

Bagheri and
Gasevic [4]

Experiment
and
theoretical work

15 students
Evaluate a set of structural feature
model metrics

External quality attributes
Some metrics are considered
better than others as
indicators for maintainability

Figueiredo
et al. [15]

Case Study The authors
Assess the capabilities of aspects
in SPL

Modularity, change
propagation, feature
dependency

Aspects provide more stable
designs

Michalik et
al. [28]

Experiment
17
professionals

Analyze the evolution with
minimal interruption of services

Correctness, logistic
system availability,
confidence level

The architecture-centric
approach improves the
correctness

Tizzei et al. [34] Theoretical work The authors
Evaluate the impact of components
in the evolution of SPL

Number of modules
and number of operations

The combination of components and
aspects is the best option

Berger and
Sturm [31]

Experiment
116
students

Evaluate the comprehensibility of
SPL specified with UML

Comprehension questions
Providing explicit reuse
guidance improves comprehensibility

Marcolino
et al. [27]

Experiment 35 students
Evaluate the complexity of SPL
architectures

Complexity metrics
Composed metrics for
complexity are the most reliable

Vale et al. [36] Case study The authors
Compare methods to derive
thresholds

Complexity metrics
A set of recommendation
to define metrics thresholds

Koziolek et
al. [23]

Case study The authors
Identify commonalities and
variabilities in domains of SPLs

Domain metrics
A set of recommendations
to analyze domains

Krishnan et al. [24] Case study The own authors
Investigate failures in components
of SPLs

Number of failures per
component

Common components
present the least failures

Constantino
et al. [9]

Experiment 84 students Compare two SPL tools
Easy of use, strengths
and weaknesses

The main issues are in interfaces
and lack of user guides

Dermeval
et al. [10]

Experiment 5 students
Compare two modeling techniques
for specifying SPLs

Time to change, impact
of changes, correctness

OWL individuals require
less time and are more
flexible than OWL classes

González-
Huerta et
al. [18]

Experiment 92 students
Validate a MDD method for
building SPL

Effectiveness, efficiency,
perceived ease of use,
perceived usefulness
and intention to use

Better architectures are
obtained though the MDD
method, enhancing
subjects’ satisfaction

Guana and
Correal [19]

Experiment 2 subjects
Validate a MDD method to
automate the definition of
SPLs through reusable components

Test cases
The MDD approach improves
reusability but
involves more time

Santos and
Kulesza [32]

Case Study The own authors
Analyze the complexity to
integrate merge conflicts of a cloned
web system

Number of merging
conflicts

There are many semantic conflicts
and it is feasible to use merge
analysis to integrate tasks.

Schlie
et al. [33]

Case Study
8 domain
experts

Propose and evaluate a procedure
to assist model engineers in maintaining
and evolving existing variants

Performance
precision

A technique to support
engineers in maintaining and
reusing existent models.

Fenske
et al. [32]

Case Study The authors
To propose an approach
to migrate multiple cloned
product variants into an SPL.

Effectiveness
An incremental migration
process from CaO to SPL.

Fisher
et al. [16]

Case Study The authors
An approach to enhance
CaO in the development
of software product variants

Quality of the composition,
guidance

An approach with the benefits
of CaO and
systematic reuse.

Ghabach
et al. [17]

Case Study The authors
An approach to support the derivation
of new product variants using CaO

Configuration scenarios,
number of products,
number of assets and cost

The approach can save
time and effort
during product derivation.

Krüger
et al. [25]

Case Study The authors
Support developers to identify
common features in cloned systems

Lines of code, differences
between the features,
dependencies between features

The process is suitable to identify
features and present commonalities
and variability in cloned systems.

This paper Experiment
10 software
engineers

Know the performance
when assets are reused to
develop software products

Effectiveness,
efficiency, satisfaction

The process is suitable to identify
features and present commonalities
and variability in cloned systems.

Table 1: Related Work
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ported a case study to analyze the evolution of two SPLs
in order to asses the capabilities of aspects in SPLs. The
variables analyzed are modularity, change propagation,
and feature dependency. The results show that the use
of aspects provides a more stable design. Moreover, as-
pects scale well for dependencies that do not involve
shared code. Michalik et al. [28] have conducted an-
other experiment based on evolution. In this case, the
subjects were composed of 17 professionals, with the
goal of analyzing the evolution of updates in SPLs with
minimal interruptions in services. The variables ana-
lyzed are the correctness of an update, the availability of
the logistic system, and the confidence level. The results
show that the architecture-centering approach improves
the correctness of updates and reduces the interruption
of services during updates. Tizzei et al. [34] have done
a theoretical study to evaluate the impact of positive
and negative changes in components and aspects on the
evolution of SPLs. The study focuses on analyzing the
number of modules and the number of operations in dif-
ferent SPL systems. The results show that the combi-
nation of aspects and components obtains the best val-
ues. Dubinsky et al. [11] addressed the lack of empir-
ical knowledge about the software development prac-
tices of companies that use cloning to implement prod-
uct lines. They conducted an empirical study to investi-
gate the cloning culture in six industrial software prod-
uct lines realized via code cloning. They presented a set
of recommendations to efficiently develop and manage
software product line assets. Fenske et al. [14] pro-
posed a process to migrate cloned product variants to
a feature-oriented SPL. They evaluated their approach
on five cloned product variants. Their approach reduced
synchronization effort compared to CaO development
and thus reduced the long-term costs for maintenance
and evolution.

Other empirical research focuses on analyzing the
comprehensibility and complexity of SPLs. Berger and
Sturm [31] have conducted an experiment with 116 stu-
dents to study the comprehensibility of domain models
of SPL systems through UML. The evaluation was done
using comprehension questions regarding reuse guid-
ance and variability specification. The results show that
providing explicit reuse guidance has the greatest influ-
ence on the results. Moreover, the variability specifica-
tion also improved comprehensibility. Marcolino et al.
[27] have conducted an experiment to evaluate the com-
plexity of SPL architectures. Thirty-five students played
the role of analysts participating in the experiment. This
experiment is a replication of another baseline experi-
ment. In this case, the subjects were less-qualified than
in the baseline. The metrics used in this replication were

two different metrics to measure complexity. The re-
sults show that even less-qualified subjects obtain better
results for complexity when metrics are composed. Vale
et al. [36] have also performed an analysis of complex-
ity in SPL. The research is a case study to compare three
methods to derive thresholds for metrics that measure
complexity in SPLs. As a result of that work, there is
a list of recommendations and good practices to define
thresholds.

There are other works that evaluate features of SPLs
such as potential or reliability. In this group of works,
we find the work of Koziolek et al. [23], who have per-
formed a case study to identify commonalities and vari-
abilities among SPLs to identify the potential of each
product. The study uses several metrics to analyze the
domain of SPLs and, as an outcome of this analysis,
there is a set of recommendations to analyze the do-
mains of SPLs. Krishnan et al. [24] have done a case
study to analyze the occurrence of severe failures in
four Eclipse releases. The case study was done using
the number of failures as metrics. The results show
that fewer failures occur in components that implement
common functionalities.

There are also empirical studies that focus the analy-
sis on comparing different techniques for working with
SPLs. Constantino et al. [9] have compared two SPL
tools using 84 students that play the role of subjects.
This comparison was based on the ease of use of each
tool and their strengths and weaknesses. The results
show that the main issues observed in both tools are
related to interfaces and a lack of examples and tuto-
rials. Dermeval et al. [10] have compared two alter-
native approaches on ontology-based feature modeling
(OWL classes versus OWL individuals). The compari-
son was done with five students, measuring the time to
perform changes, the structural impact of changes and
the correctness of the changes. The results show that
using OWL individuals requires less time to change and
is more flexible than using OWL classes.

A few of the existing analyses have been focused
on the context of Model-Driven Development (MDD).
One of these works was done by González-Huerta et
al. [18], who carried out a family of four experiments
using 92 students as subjects with the goal of evaluat-
ing a MDD method to develop SPL. The metrics used
for the evaluation are effectiveness, efficiency, perceived
ease of use, perceived usefulness, and intention to use.
The results show that the architecture defined using the
method based on MDD is the best. Moreover, the sub-
jects that worked with MDD think that it is easier to
use, more useful, and more likely to be used. Guana
and Correal [19] focus on evaluating a MDD method
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to automate the definition process of a SPL through the
use of reusable components. Two subjects participated
in the experiment and the metrics were based on a suite
of tests. The results show that the use of MDD improves
the reusability of components, even though it increases
the time required to learn the tool.

There are not many experiments on the topic of CaO
in the literature. In this field, Santos and Kulesza [32]
have done an exploratory case study that analyzes the
complexity of integrating existing merge conflicts of a
cloned large-scale web system. The study is based on
the number of conflicts that appear in merging actions.
The results show that there is a predominance of seman-
tic conflicts in merge actions and that it is feasible to use
merge analysis approaches to integrate tasks from one
clone to another. Schlie et al. [33] proposed an ad-
vanced comparison procedure, the Matching Window
Technique, to improve the software development pro-
cess with CaO. The authors conducted three case studies
with real-world models from the automotive domain. In
these case studies, they studied performance and pre-
cision to validate their technique. In [16], Fisher et
al. proposed an approach to enhance CaO in the devel-
opment and maintenance of software product variants.
They evaluated their approach in six diverse case stud-
ies of different sizes and domains. The results show that
their approach leverages the benefits of CaO while still
providing the benefits of systematic reuse. Ghabach et
al. [17] proposed an approach to support the deriva-
tion of new product variants based on CaO by providing
the possible scenarios in terms of operations to be per-
formed in order to accomplish the derivation. They val-
idated their approach in a case study where the results
showed that the provided support can reduce the amount
of time and effort that are required to achieve a product
derivation. In [25], Krüger et al. proposed a process to
identify and map features among legacy systems, sug-
gesting a visualization approach. The authors assessed
the process in a case study. Their findings indicate that
the process is suitable to identify features and present
commonalities and variability in cloned systems.

After analyzing all of the primary works, we can draw
some important conclusions. First, there is a lack of
evaluations conducted in industry. All of the works ex-
cept for Michalik et al. [28] and Schlie et al. [33] used
students, or the own authors of the works themselves
played the role of subjects. Second, to our knowledge,
there is no a previous comparative experiment of SPL
versus CaO. Third, the use of metrics such as effective-
ness, efficiency, and satisfaction seems to be consoli-
dated in empirical experiments. Therefore, in this pa-
per, we describe an empirical evaluation conducted in

industry using effectiveness, efficiency, and satisfaction
to compare the SPLs and the CaO approaches. Accord-
ing to existing works, this new contribution is a clear
step forward in evaluating SPLs in a real context of use,
bridging a gap in previous works.

3. Background

This section presents the two approaches used in the
experiment (CaO and SPL).

3.1. Clone and Own

CaO is an approach for generating new software
products in a family of software products [11]. This
approach consists of reusing software artefacts from ex-
isting software products and adding small changes to
generate a new software product with new characteris-
tics [26].

The CaO approach has traditionally been used to gen-
erate software products in industrial environments. This
approach has been applied when the software engineers
must develop a new software product that is very simi-
lar to a previously existing one[11]. The CaO approach
might be efficient depending on certain circumstances:
catalogue of products, products complexity, and the
development organization and its software engineering
practices [3].

In industrial scenarios, the CaO approach is carried
out manually and relies on the knowledge that software
engineers have of the software models, the code, and the
families of software products. In that context, the diffi-
culty of managing of software products increases: soft-
ware products with long and complex implementations
arise, and the maintenance of software products over
long periods of time by different developers decreases
the control over them. In these scenarios, the engi-
neers tasked with new product developments often lack
knowledge of the entirety of the products and their im-
plementation details [26]. On the other hand, the main-
tenance of many independent products leads to multiple
problems like inefficient feature updates or bug fixing,
duplicate functionality, redundant and inadequate test-
ing, etc [11].

In contrast, in certain scenarios, the CaO approach
facilitates the generation of new software products, the
traceability of these products, and helps maintain a ho-
mogeneous development style among the different soft-
ware products in a family [26].
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3.2. Software Product Lines

A SPL is “a set of software-intensive systems that
share a common, managed set of features satisfying the
specific needs of a particular market segment or mis-
sion” [8].

A SPL is an approach for the strategic and systematic
reuse of a set of assets within an organization. A SPL
is composed of a product line architecture, a set of soft-
ware components, and a set of derivative products. The
main concept in a SPL approach addresses the develop-
ment of families of products with similar features, mov-
ing away from the production of isolated products. Vari-
ability and commonalities for generating new software
products have been explored in order to optimize the
software development based on product families. These
products are built using a core asset base instead of be-
ing developed one by one from scratch [20].

The main advantage of a SPL is the systematic reuse
of the common infrastructure which is shared to cre-
ate different product variants [3]. Other benefits of a
SPL approach to develop software are: improved pro-
ductivity, increased software quality, decreased cost, de-
creased labor needs, and decreased time to market [13].

On the other hand, the use of a SPL approach can gen-
erate some difficulties: the incorrect definition of port-
folio, the guarantee of the quality of maintenance due
to the explosion of dependencies, identification of the
products affected by a change, and the implementation
of the same change in several versions of the products
[37].

4. Experiment Design

4.1. Objective

The goal of our research is to know the different soft-
ware engineers’ performance when they use legacy soft-
ware products in the product development process using
different approaches (SPL and CaO). Following Wohlin
et al.’s guidelines [38], the goal of our study is to:

Analyze the engineers’ performance when they use
legacy software products to develop software products;

For the purpose of bridging in the gap of in empiri-
cal evaluation of this topic;

With respect to the different approaches used (SPL
and CaO);

From the viewpoint of software engineers;
In the context of the BSH induction hob division.
In relation to the above goal, we seek both to compare

the software engineers performance with the CaO and
SPL approaches and to answer the following research
questions:

User Gender Age Education Level Job Time in Job (years)
user SPL1 M 33 D E 12
user SPL2 M 45 D E 5
user SPL3 M 31 D E 2
user SPL4 M 30 D E 5

SPL

user SPL5 M 35 D E 10
userCaO1 F 31 D E 4
userCaO2 F 32 D E 10
userCaO3 M 24 D E 1
userCaO4 M 27 D E 2

CaO

userCaO5 M 28 D E 3

Table 2: Users. D:Degree, E: Software engineer.

RQ1 Are there differences between the SPL approach
and the CaO approach regarding effectiveness in devel-
oping software products?

RQ2 Are there differences between the SPL approach
and the CaO approach regarding efficiency in develop-
ing software products?

RQ3 Is the subjective satisfaction of software engi-
neers in developing software products different when
they use the SPL approach or the CaO approach?

Taking these Research Questions into account, we
have formulated the following null hypotheses to an-
swer them:

• H01: There is no difference in the effectiveness of
the SPL approach and the CaO approach.

• H02: There is no difference in the efficiency of the
SPL approach and the CaO approach.

• H03: There is no difference in the subjective sat-
isfaction of software engineers using the SPL ap-
proach and the CaO approach.

4.2. Participants

The subjects were ten software engineers who work
for the induction hob division in BSH. These engineers
are experts in developing software. They spent from
1 to 12 years working as software engineers (a mean
of 5.4 years). Five subjects that work daily with CaO
performed the experimental problem with the SPL ap-
proach, while five other subjects that work daily with
SPL used the CaO approach. Therefore, the subjects
had never developed software with the approaches used
before this experiment. This lack of experience was
solved by the subjects using a tutorial and training in
the approach applied (CaO or SPL). Before conducting
the experiment, the experimenters trained the subjects,
who applied tasks that were similar to the ones used in
the experiment (create and modify products).
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Besides the subjects, an instructor and an observer
were also involved. The instructor provided the infor-
mation about the approaches used, gave tutorials, par-
ticipated in the training, interviewed the subjects after
the experiment, and clarified doubts. The instructor was
not involved in the writing of this paper. The observer
took notes and recorded the interviews for further anal-
ysis.

4.3. Defining Variables

4.3.1. Factor and Block Variables
The single factor in the experiment is the type of

approach used to perform four tasks in the context of
an induction hob company (SPL and CaO). These ap-
proaches are explained in section 3. The tools used
to operationalize both treatments are real tools that are
used daily in the company.

The experimental design is a between-subjects design
with one factor and two treatments. Each subject only
uses one treatment of the factor. We have the experi-
mental task as a block variable since we are analyzing
the response variables for each task independently of the
others. This design allows us to better analyze what is
happening in each treatment per task even though we are
not really interested in looking for differences among
tasks. This is the reason why we opted for blocking the
task variable.

4.3.2. Response Variables and Their Metrics
The aim of this experiment is to determine the effec-

tiveness, efficiency, and satisfaction of software engi-
neers when using the SPL approach VS the CaO ap-
proach. The response variables are defined as follows:

• Effectiveness is defined as the percentage of exper-
imental tasks performed correctly by the engineer
without assistance. The task is decomposed into a
set of subtasks in such a way so we can measure
whether or not each subtask was completed suc-
cessfully. This way, the effectiveness of the task
is calculated as the aggregation of the effectiveness
of its subtasks. Since there are subtasks with dif-
ferent levels of difficulty, the aggregation of the
effectiveness per task was done through weights.
The weight of each subtask is the time that we
estimated it would take to be performed. There-
fore, subtasks that require more estimated time are
considered to have more weight. We used the
Keystroke-Level Model [22] to assign an estimated
time to each subtask. The aggregation to calcu-
late the effectiveness of the task consists in adding

the estimated time of the subtask only if the sub-
task was done successfully. When all of the sub-
tasks are added (without errors in any subtask),
the time added means 100 % effectiveness for the
task. When at least one subtask was not done
successfully, the effectiveness of the task is calcu-
lated as the percentage of successfully done sub-
tasks taking to account the estimated times. Table 3
shows how task T1 (with the SPL approach) is de-
composed according to the Keystroke-Level Model
method: estimated times for subtasks 1.1, 1.2, 1.3,
and 1.4 are respectively 6.3, 3.7, 6.2, and 4,9. For
example, if we have a sample where subtask 1.1.1
(estimated time of 1.2) was not done successfully,
the aggregation for Task 1 would be 19.9, which
means an efficiency of 94.31 % (100*19.9/21,1).

• Efficiency is the ratio between the effectiveness and
the time spent (in minutes) to perform the task ac-
cording to the Common Industry Format (CIF) for
Usability Test Reports [2].

• Satisfaction is measured using a satisfaction ques-
tionnaire filled out by the engineers after finishing
the experimental tasks using each approach (SPL
and CaO). The questionnaire was composed of ten
questions using a Likert scale [35].

Note that we have analyzed one measure for effec-
tiveness and one measure for efficiency per experi-
mental task. This way, for each subject, we have as
many measures for effectiveness and efficiency as
tasks in our experimental problem. In the case the
satisfaction metric, we have only one measure per
subject since we have only one questionnaire to be
completed at the end of the experiment.

4.4. Instruments

4.4.1. Demographic Questionnaire
This includes questions to identify the profile of each

subject. The information asked for in the questionnaire
is the following: their educational level, length of time
working in the current department (years), age, gen-
der, knowledge about developing software with inte-
grated development environments (only subjects using
the SPL approach), knowledge about developing soft-
ware using the CaO approach (only subjects using the
CaO approach) and experience with tools for automatic
generation of code.

7



Clone & Own Software Product Line

T1

T2

T3

T4

New

P

New

P
P1P1 PNPN...

New

P

New

P
P1P1 PNPN...

P1P1 PNPN...

P1P1 PNPN...

New

P

New

P
P1P1 PNPN...

New

P

New

P
P1P1 PNPN...

P1P1 PNPN...

P1P1 PNPN...

Features

Features

Features

Features

Software Products Software Development

11 11

2 2 33

4
4

5 5
6

6

Figure 1: Tasks of the Experimental Problem

1. Task: T1 Time
1.1 Sub-task: Select the induction hob

1.1.1 Initiate the task (decide to do) 1.2 s
1.1.2 Remember the induction hob reference 1.2 s
1.1.3 Find the induction hob 1.2 s
1.1.4 Point to induction hob 1.1 s
1.1.5 Double click on induction hob 0.4 s
1.1.6 Notice the selected induction hob in the editing window 1.2 s

1.2 Sub-task: Select the module
1.2.1 Remember the module reference 1.2 s
1.2.2 Find the module 1.2 s
1.2.3 Point to module 1.1 s
1.2.4 Click on module 0.2 s

1.3 Sub-task: Replace the module
1.3.1 Remember the new module reference 1.2 s
1.3.2 Find the new module 1.2 s
1.3.3 Point to new module 1.1 s
1.3.4 Click with the button on the right on the new module 0.2 s
1.3.5 Find the option replace 1.2 s
1.3.6 Point to option replace 1.1 s
1.3.7 Click on option replace 0.2 s

1.4 Sub-task: Apply only to one induction hob
1.4.1 See the dialog box 1.2 s
1.4.2 Determine the right choice 1.2 s
1.4.3 Find the right choice 1.2 s
1.4.4 Point to chosen button 1.1 s
1.4.5 Click on chosen button 0.2 s

Table 3: Detailed for task T1 decomposition (SPL approach)

4.4.2. Task sheet
In the context of software product development from

existing software products, the tasks that compose the
experimental problem are the following:

• T1: To develop a new software product. The de-
velopment of a new software product from exist-
ing ones is depicted in ¶ of Figure 1. With the
CaO approach, the new software product (New P)
is performed using existing source code. With the
SPL approach, the new software product (New P)
is performed using existing features.

• T2: To develop a new software product with a new
feature (SPL approach) or new source code (CaO
approach). This new feature or new source code
is created from an existing one. Figure 1 [· and
¸] with the CaO approach depicts the creation of
new source code from the existing one and then a
new software product is performed with this new
source code. Figure 1 [· and ¸] with the SPL
approach depicts the creation of a new feature from
an existing one and then a new software product is
performed with this new feature.

• T3: To modify an existing software product. The
modification of a software product is depicted in ¹
of Figure 1.
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• T4: To modify an existing software product with
a new feature (SPL approach) or new source code
(CaO approach). This new feature or new software
artefact is created from an existing one. Figure 1
[º and »] with the CaO approach depicts the cre-
ation of new source code from existing one and
then a software product is modified. Figure 1 [º
and »] with the SPL approach depicts the creation
of a new feature from an existing one and then a
software product is modified with this new feature.

In the context of our experiment, we have instantiated
these tasks to the context of induction hobs. We have
defined four tasks that have a similar level of difficulty:

• T1 IH: A new induction hob must be developed
from the induction hob IH011. This induction hob
contains the module MOD006. This module must
be replaced with the module MOD014 to create a
new induction hob.

• T2 IH: A new module must be created from mod-
ule MOD020 to place in a new induction hob. The
value of the parameter VMAX must be changed
to 39 in the module MOD020 to create a new
module named MOD020B. Then, the new mod-
ule MOD020B replaces the module MOD020 in
the induction hob IH005 to create a new induction
hob.

• T3 IH: The inverter INV014958 of the module
MOD016 must be changed. The inverter must be
replaced by the inverter INV015231. The induc-
tion hob IH017 contains the module MOD016.

• T4 IH: The value of the parameter VMAX that
is set in the module MOD019 of the induc-
tion hob IH051 must be changed. A new mod-
ule MOD019B must be created from the module
MOD019 where the value of the parameter VMAX
has to be changed to 44. The module MOD019
must be replaced by the new module MOD019B in
the induction hob IH051.

These tasks were written on the task sheet given to the
subjects. They had to develop the software products ac-
cording to the four tasks.

4.4.3. Recordings
The recordings contain the subjects’ performance

when they developed the products according to the
above tasks and the subjects’ claims about the two ap-
proaches used in the experiment. These recordings al-
lowed us to calculate of the time spent to perform the

tasks and also to determinate where the subjects made
mistakes and the sources of these mistakes.

4.4.4. Satisfaction Questionnaire
This questionnaire is the System Usability Scale

(SUS), which determines the subject’s subjective satis-
faction with the approach used. Measuring user satis-
faction provides a subjective usability metric. The ques-
tionnaire is composed of ten questions using a Likert
scale. In the original SUS, the word system is replaced
by approach. The SUS yields reliable results with only
ten questions [35]. The SUS questions address different
aspects of the subject’s reaction to the approach used
as a whole (e.g., “I found the approach unnecessarily
complex”, “I felt very confident using the approach”) as
opposed to asking the users to assess specific features
of the system (e.g., visual appearance, organization of
information, etc.).

The data collected with the SUS must be put on a
spreadsheet in order to be processed. The SUS ques-
tionnaire is composed of ten questions on a scale from 1
to 5. Each item’s score contribution ranges from 0 to 4.
For items 1, 3, 5, 7, and 9 (the positively worded items)
the score contribution is the scale selected by participant
minus 1. For items 2, 4, 6, 8, and 10 (the negatively
worded items), the contribution is 5 minus the scale se-
lected by the participant. Finally, the sum of the scores
is multiplied by 2.5 to obtain the overall value of SUS
[6].

4.4.5. Interview
The objectives of this interview were: 1) to determine

the understanding by the subject about the approach
used; and 2) to obtain qualitative data from the subject’s
comments. The interview is composed of both open
questions and closed questions. The aim of the closed
questions is to check the understanding of the approach
by the subjects. The aim of the open questions is to de-
tect the concepts or process of the approach used that
are more problematic for subjects, along with the real
causes of the problems [21]. For instance, one ques-
tion is “Do you know if you have created unnecessary
assets?”.

The materials resulting from carrying out the experi-
ment can be found at https://svit.usj.es/CaO vs SPL/.

4.5. Experimental Procedure

The experiment was conducted at BSH in Zaragoza
and took one hour per subject. The procedure [see Fig-
ure 2] was the following for both approaches:
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Figure 2: Experimental Procedure

1. The subjects were given information about the
goals and objectives of the experiment. They were
told that it was not a test of their abilities. They
were also informed that their interaction would be
recorded.

2. The subjects attended a small tutorial about the ap-
proach to be used. This tutorial was taught by the
instructor. The average time spent on this tutorial
was four minutes since the tasks used in the ex-
periment were very short. For example, Task 1 is
usually done in two minutes.

3. The subjects were asked to fill in a demographic
questionnaire prior to testing.

4. The subjects were then given a series of clear
instructions that were specific for the process of
product development according to the task state-
ments. They were advised to try to accomplish the
tasks without any assistance and that they should
only ask for help if they felt unable to complete the
task on their own.

5. The subjects were asked to create four software
products with reusable assets according to the four
tasks detailed in subsection 4.4.2. These develop-
ment processes were used to calculate effectiveness
and efficiency. To avoid a possible ceiling effect,
there was no time limit to complete the product de-
velopment.

6. The observer wrote down if the subtasks were done
successfully. This information was complemented
with a video recording of the session in order to
understand the pros and cons of each approach.

7. After finishing the four tasks of the experimental
problem, the subjects were then asked to complete
the SUS questionnaire. This questionnaire was

used to calculate the satisfaction of the approach
used.

8. The subjects were interviewed by the instructor
about the tasks that they performed.

9. The observer reviewed the recordings of the sub-
jects performing the tasks in order to calculate the
efficiency, effectiveness and satisfaction. Finally,
the interviews about the tasks were transcribed.

5. Results

According to our design, the most suitable statistical
test is General Linear Model (GLM) [7]. The response
variables for this test are Efficiency, Effectiveness, and
Satisfaction; the Fixed Factor is the Method; the Ran-
dom Factor is the subject since we need to represent
the subject of each measure; the Covariable is the block
variable Task since it is a variable that should not affect
the response variable but that we must check. Conclu-
sions extracted from GLM are supported with descrip-
tive data through box-and-whisker plots and histograms.

The application of GLM depends on three assump-
tions: residuals are independent of each other; residuals
must be normally distributed; residuals should have the
same variance for all values of the factor (homoscedas-
ticity assumption). We ensured that all of these assump-
tions were satisfied. All of the residuals obtained a
value close to 2 using the Durbin-Watson tests, which
means that residuals are uncorrelated. All of the residu-
als obtained a p-value higher than 0.05 with the K-S test,
which means that residuals are normally distributed. All
of the residuals obtained a p-value higher than 0.05 with
Levene’s test, which means that residuals have the same
variances for each factor.
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The effect size shows the magnitude of differences for
each factor. It is usually applied when null hypotheses
are rejected in order to study the level of significant dif-
ferences between the treatment means. We calculated
the effect size through Partial Eta Squared, which de-
scribes the proportion of the variability in the dependent
measure that is attributable to a factor. The most com-
mon interpretation is: between 0.02 and 0.13 is a small
effect; between 0.13 and 0.26 is a medium effect; more
than 0.26 is a large effect [30].

The power of any statistical test is defined as the prob-
ability of rejecting a false null hypothesis. Statistical
power is inversely related to beta or the probability of
making a Type II error. In short, power = 1 - β. This
value can be between 0 and 1. When the value is 1,
it means that if the study is replicated 100 times, the
probability of correctly rejecting the null hypothesis is
100%. According to G*Power [12], for an effect size of
0.9, α=0.05 and a power of 0.95, we need a sample size
of 39 subjects. Since we are working with 10 subjects,
we have the threat of a low statistical power. In order
to minimize this threat, we measured the value of Ef-
fectiveness and Efficiency for each task independently.
This way we increased our sample per treatment: 5 sub-
jects*4 tasks results in 20 samples. Next, we analyze
the power of each response variable independently.

5.1. Effectiveness
Figure 3(a) shows the results of the GLM test ap-

plied to Effectiveness. Since the p-value of Method is
less than 0.05, we can conclude that there are signifi-
cant differences between the two treatments (CaO and
SPL). The effect size of 0.98 shows that the magnitude
of this difference is large. The statistical power is the
highest, which means that the rejection of the null hy-
pothesis is not a false rejection. Since Task is a block
variable, we are only interested in studying whether or
not a specific task affects one of the methods. That is
why we only analyzed the interaction Method*Task and
we did not consider Task as a factor. For the interaction
Method*Task, the p-value was higher than 0.05, so there
were not significant differences in this case. This means
that there was not a type of task used in the experiment
that was affecting only a specific method.

Figure 3(b) shows the box-and-whisker plot for the
response variable Effectiveness. It shows that the value
for SPL is better than for CaO. The median, the first
quartile, and the third quartile get better values for SPL.
The two boxes are related by a line between two points
that represent their averages. The average of Effective-
ness for SPL is also better than for CaO. Figure 3(c)
shows the histogram. Note that the frequency is higher
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Figure 3: (a) Box-Plot for Effectiveness. (b) Histogram for Effective-
ness. (c) Results after applying GLM to Effectiveness.

than the number of subjects since we are considering
each treatment (SPL and CaO) in four tasks. Therefore,
we have a total number of 20 samples per treatment
(5 subjects per treatment working with 4 tasks each).
We conclude that an Effectiveness of 100% is more fre-
quent in SPL than in CaO. We have 15 samples of 100%
in Effectiveness using SPL and 10 samples using CaO.
Moreover, Effectiveness lower than 60% only appears
in CaO. The normal curve shows that values for Effec-
tiveness tend to be high (around 80%).

According to our analysis, we can state that there are
significant differences between SPL and CaO in terms
of Effectiveness. The values for SPL are better than the
values for CaO, obtaining values close to 100% Effec-
tiveness. Therefore, we reject H01, which claims that the
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effectiveness working with SPL is the same as working
with CaO.
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Figure 4: (a) Results after applying GLM to Efficiency. (b) Box-Plot
for Efficiency. (c) Histogram for Efficiency.

5.2. Efficiency

Figure 4(a) shows the result of the GLM test applied
to Efficiency. The p-value is less than 0.05 for the factor
Method, so there are significant differences between the
two treatments. The effect-size of 0.94 is large, which
means that this difference between the treatments is con-
siderable. The statistical power is the highest, which
means that we can reject the null hypothesis without er-
ror. The interaction Method*Task does not show signifi-
cant differences since the p-value is higher than 0.05, so
the type of task is not affecting the results for a specific
method.

Figure 4(b) shows the box-and-whisker plot for the
response variable Efficiency. The median, the first quar-
tile, and the third quartile get better values for SPL.
Moreover, the average for SPL (represented by the ends
of the line that connect the two boxes) is clearly higher
than for CaO. Figure 4(c) shows the histogram for Effi-
ciency. It shows that values higher than 90 are exclusive
to SPL. Most of the samples for CaO (18 samples) are
between 10 and 40 for Efficiency, which is quite poor.
The normal curve shows that values for Efficiency tend
to be around 50.

According to our analysis, we can state that there are
significant differences between SPL and CaO in terms
of Efficiency. The values for SPL are better than the val-
ues for CaO, obtaining values higher than 90 exclusively
for SPL. Therefore, we reject H02, which claims that
the efficiency working with SPL is the same as working
with CaO.

5.3. Satisfaction
Figure 5(a) shows the result of the GLM test applied

to Satisfaction. Note that satisfaction was measured af-
ter finishing the execution of all tasks, so we only have
one measure of Satisfaction per subject. In this case,
the block variable Task cannot be included in the statis-
tical model since we did not distinguish the satisfaction
for each task. The p-value in Figure 5(a) is less than
0.05 for the factor Method, which means that there are
significant differences between the two treatments. The
effect-size of 0.96 is a large effect, which means that
these differences are considerable. The statistical power
is the highest, which means that we can reject the null
hypothesis without error.

Figure 5(b) shows the box-and-whisker plot for the
response variable Satisfaction. The median, the first
quartile, and the third quartile are clearly better for SPL.
There is also a great difference between the averages of
the two treatments (represented by the ends of the line
that connects the two boxes). Figure 5(c) shows the his-
togram for Satisfaction. Note that since satisfaction was
not measured per task but at the end of all of the tasks,
we have reduced the number of samples per treatment
to the number of subjects (5). There is no overlapping
between the measures of Satisfaction for SPL and CaO.
The 5 samples of SPL are above 70 and the 5 samples
of CaO are between 10 and 50. The normal curve shows
that measures are distributed equitably through all of the
possible values between 0 and 100.

According to our analysis, we can state that there are
significant differences between SPL and CaO in terms
of Satisfaction. The values for SPL are better than the
values for CaO. Therefore, we reject H03, which claims
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that the satisfaction working with SPL is the same as
working with CaO.

6. Discussion

The interviews by the instructor, the results presented
in Section 5, and the recordings of the experiment al-
lowed us to improve the knowledge of the results in or-
der to compare the two approaches:

1. For both approaches (SPL and CaO), the subjects
wanted to check the correctness of the task per-
formed. Since this checking increased the time to
finish the tasks, the efficiency decreased. These
checking actions are used with higher frequency
when new software products are created (tasks T1

and T2). The checking actions had higher fre-
quency with the SPL approach. Specifically, in the
SPL approach, the subjects checked both the cor-
rectness of the task and the SPL state; i.e., wrong
features or mistakes in the software products. The
time spent on the checking actions is higher in the
SPL approach. However, efficiency is still better
with this approach.

2. For the SPL approach, the subjects tried to control
the impact on the SPL products with every mod-
ification. Specifically, they checked if a modifi-
cation could negatively affect other software prod-
ucts. The subjects acknowledged that the SPL ap-
proach generated trust. For example, a subject who
used the SPL approach declared ”The SPL gives
me confidence, I doubt that it can develop any for-
bidden product configuration. To avoid this cir-
cumstance, I need to check the generated code”.
To improve the trust in their actions, three subjects
(two with the SPL approach and one with the CaO
approach) stated that they would like to control the
changes performed in a software product, who has
performed them, and the possibility of returning to
a previous situation.

3. When the subjects stated their opinion about the
CaO approach, they claimed that ”it is easy to
use”. In contrast, they declared ”There is too much
information because the number of elements (in-
duction hobs and their components) is very high”.
Similarly, two subjects commented ”I did not find
the same difficulty in all of the processes; the dif-
ficulty increases when the amount of information
I must manage is large”. Thus, the subjects con-
sider the CaO approach to be easy to use and ef-
ficient when the number of software products to
manage is small. The subjects who used the CaO
approach considered ”a way to improve the man-
agement of the situations with a large amount of in-
formation could be to dispose of help about search-
ing and traceability”. The subjects agreed that cur-
rent search capabilities are not up to the task to per-
form CaO in an industrial context.

4. The subjects want the approach used to develop
their daily work performance in the best possible
way. In this sense, one subject claimed ”I want a
solution to generate real software products. I do
not need a solution to generate very complicated
configurations”.

5. In both approaches, the subjects declared that they
would like to be able to see if there are software
products that have stopped being used. The sub-
jects were not sure if the unused software should
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be eliminated or denoted in any way. In the case
of the SPL approach, two subjects detected unused
features as a consequence of the task performance.

7. Threats to Validity

We use the classification of threats to validity in [39].
This classification distinguishes four aspects of validity:

Conclusion validity: This aspect is concerned with
issues that affect the ability to draw the correct conclu-
sion about relations between the treatment and the out-
come of an experiment.

• Low statistical power: To minimize this threat, we
have used a confidence interval where conclusions
are 95% representative. This means that if they fol-
lowed a normal distribution, the results would be
true 95% of the times.

• Error rate: To minimize this threat, we have re-
viewed the recordings to obtain the data. The
variables depend on well-known metrics, and we
have used the most suitable statistical test (GLM)
according to our design to perform the statistical
analysis.

• Reliability of measures: In order to minimize this
threat, the measurements have been obtained from
the recordings. Furthermore, this threat was allevi-
ated by applying the same procedure to each indi-
vidual experiment when the data was extracted and
by using the same formula to calculate response
variable values.

• Reliability of treatment implementation: To mini-
mize this threat, the experiment was conducted in
the same way with every subject.

• Random heterogeneity of subject: The experiment
was affected by this threat because the knowledge
and the background of the subjects were different
to each other. The fact that all of the subjects were
engineers with a high level of experience in indus-
try reduced the threat considerably.

Internal validity: This aspect of validity concerns
influences that can affect the factor with respect to
causality without the researcher’s knowledge.

• History: Different treatments were applied on dif-
ferent days; however, this threat was minimized
because every subject only participated in the ex-
periment on one day.

• Selection: Outcomes can be biased by the chosen
subjects if the subjects are not suitable for the ex-
periment. To minimize this threat, all of subjects
were recruited by BSH staff, who have great expe-
rience in dealing with processes similar to the ones
used in our experimental problem.

• Compensatory rivalry: This threat is minimized
because the subjects did not know the outcomes
achieved with the different treatments.

• Resentful demoralization: This threat occurs be-
cause only one approach is applied by each sub-
ject, so some subjects might prefer to work with
the other approach. To minimize this threat, the
subjects never know the outcomes of the other sub-
jects who worked with the other approach.

Construct validity: This aspect of validity concerns
generalizing the result of the experiment to the concept
or theory behind the experiment.

• Mono-operation bias: The experiment is affected
by this threat because we have used a different de-
velopment tool for each approach (SPL and CaO).
Note that the experiment is based on existing tools
in the company and there is not a single tool that
implements both approaches. The generalization
of results to other tools must be made with caution.

• Mono-method bias: Experiments with a single
type of measure can result in measurement bias
[29]. Effectiveness and efficiency are affected by
this threat. We minimize its effect using the record-
ings to calculate the time spent and the success
of the task. This threat was avoided for satisfac-
tion because the satisfaction questionnaire includes
questions that are expressed in a both a positive and
a negative way.

• Evaluation apprehension: When the subjects are
evaluated, they may be afraid. To minimize this
threat, at the beginning of the experiment, the in-
structor told every subject that it was not a test of
their abilities.

• Hypothesis guessing: To minimize this threat, the
subjects did not know the objective of the experi-
ment.

• Task design: The proposed tasks do not have a
true/false answer; it is very difficult for users to de-
velop the software product correctly if they do not
understand the task. On the other hand, the task
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statements are real tasks that were extracted from
the daily work in the BSH induction hob division.

External validity: This aspect of validity is con-
cerned with to what extent it is possible to generalize
the findings, and to what extent the findings are of rele-
vance for other cases.

• Population: The number of subjects is not enough
high to generalize the results to all companies.
However, it is important to note that the role of the
subjects (software engineers) makes an interesting
contribution in an area where most experiments are
conducted using students as subjects. Further work
would be to replicate this experiment with a larger
number of subjects in different environments in or-
der to mitigate this threat.

• Interaction of selection and treatment: The role
of subjects (software engineers) is interesting, but
it would be necessary to replicate the experiment
with different roles in order to mitigate this threat.

• Generalizability: Since this experiment has been
conducted in a specific domain, we think that the
generalizability of findings should be undertaken
with caution. Other experiments in different do-
mains should be performed to validate our find-
ings.

8. Conclusion

The Cao and SPL approaches have been shown to
be two good software development methodologies for
software development in certain contexts. These con-
texts are when the software products to develop can be
built from small variations in previous existing software
products.

In the context of the software development for induc-
tion hobs of our industrial partner, BSH group, we have
designed an experiment to compare software develop-
ment using two approaches: SPL and CaO. We designed
an experiment with a single factor (the approach used
for software development). In this experiment where
software engineers performed a series of tasks to de-
velop software from legacy product software, we mea-
sured effectiveness, efficiency, and satisfaction.

Our results show that software engineers achieve bet-
ter values for effectiveness, efficiency, and satisfaction
with the SPL approach. Furthermore, the results show
the following findings revealed by this work:

• The SPL approach is more efficient than the CaO
approach. The SPL approach is more efficient even
though this approach requires a larger number of
checks than the CaO approach.

• The software engineers acknowledged that the SPL
approach offers more possibilities those they need
to perform daily tasks. Even though checking was
required when they performed the tasks with the
SPL approach, they trusted the SPL approach.

• The software engineers asked for better search ca-
pabilities from the CaO approach.

In the near future, we plan to replicate this experiment
in other contexts and increase the number of subjects.
These replications will allow us to generalize the results
regardless of the domain.
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